Epidemiologic studies have demonstrated that physical inactivity is an important determinant of numerous chronic diseases. However, self-reported estimates of physical activity contain measurement errors responsible for attenuating relative risk estimates. A validation study conducted in 2002–2003 at the Alberta Cancer Board (Canada) included a physical activity questionnaire, four 7-day physical activity logs, and four sets of accelerometer data from 154 study subjects (51% women) aged 35–65 years. The authors used a measurement error model to evaluate validity of the different types of physical activity assessment, and the attenuation factors, after taking into account error correlations between self-reported measurements. The validity coefficients, which express the correlation between measured and true exposure, were higher for accelerometers (0.81, 95% confidence interval (CI): 0.76, 0.85) compared with the physical activity log (0.57, 95% CI: 0.47, 0.66) and questionnaire measurements (0.26, 95% CI: 0.12, 0.40). The estimate of the attenuation factor for questionnaires was 0.13 (95% CI: 0.05, 0.23). Accuracy of physical activity questionnaire measurements was higher for men than for women, for younger individuals, and for those with a lower body mass index. Because the degree of attenuation in relative risk estimates is substantial, after the role of error correlations was considered, validation studies quantifying the impact of measurement errors on physical activity estimates are essential to evaluate the impact of physical inactivity on health.

Abbreviations: CI, confidence interval; PA LOG, physical activity log; PAQ, physical activity questionnaire.
many factors influence the accuracy of exposure estimates, all based primarily on personal perception of the exposure being evaluated and quantified.

Design and analysis of validation studies in terms of statistical latent variable models (11, 12) have shown that the validity coefficient can be estimated by comparison with a third objective measurement. It is assumed that errors in the objective measurements are independent from self-reported measurements.

Currently, the methods that provide the most feasible and accurate measurements of activity in large validation studies are physical activity logs (PA LOGs) and objective measures obtained from accelerometers. PA LOGs are thought to minimize errors associated with long-term recall of activity and estimation of activity frequency, whereas objective measures do not rely on self-report at all. When assessing the validity of physical activity measurements, it is therefore important to use statistical models that account for random and systematic errors, as well as error correlation between questionnaires and PA LOG measurements and between replicates of the same instrument.

In a recent study (13), validity and reliability of a self-administered past-year physical activity questionnaire (PAQ) developed for use in research studies conducted at the Alberta Cancer Board (Canada) were assessed by comparison with 7-day PA LOGs and 7-day accelerometer data. In the absence of individual estimates of true physical activity level, 7-day PA LOG and accelerometer measurements were used as the reference methods. In this paper, we propose to acknowledge and take into account measurement errors in all observed measurements and to estimate the validity of PAQs, PA LOGs, and accelerometer data. This assessment is accomplished by means of structural equation models, where inclusion of objective measures of physical activity allows estimation of correlation between errors of self-report instruments (questionnaire and PA LOGs). In addition, we estimate the attenuation factor that quantifies the effect of measurement error on the association with an outcome. Numerous aspects of measurement error in individual estimates of physical activity level are evaluated and discussed.

**MATERIALS AND METHODS**

Data were available on 154 men and women aged 35–65 years who completed four PAQ measurements (PAQ1–PAQ4), four 7-day PA LOGs, and four sets of accelerometer data over a 1-year period. The design and methods for this initial validation study have been described previously (13).

**Assessment of physical activity**

In brief, two measurements of physical activity in the previous 12 months were taken at baseline in a 1-year follow-up study by using the self-administered PAQ known as the Past Year Total Physical Activity Questionnaire. These repeat measurements were taken, on average, 9 weeks apart. At the end of the 1-year follow-up validation study, the questionnaire was completed again, first as a self-administered (PAQ3) and then as a telephone-administered (PAQ4) questionnaire. During the year-long follow-up, study participants wore the accelerometers for four 1-week periods at intervals approximately 12 weeks apart. Immediately after wearing the accelerometers for 1 week, they completed the 7-day PA LOGs by coding their activity for each 15-minute interval of every hour of the day for 7 days consecutively. These data were transformed to express metabolic equivalent task-hours per week, as determined from the Compendium of Physical Activities (14, 15).

Hence, during the year, four sets of accelerometer data and PA LOGs were collected. Accelerometer data estimate the intensity and duration of motion in the sampling interval (i.e., counts/minute). The basic activity count data were summarized in terms of hours per week and, using total energy expenditure (metabolic equivalent task-hours/week), were derived from the equation of Swartz et al. (16), after censoring recorded values below 150 counts/minute. In addition, physical activity that was done when the accelerometers were not worn was recorded, with a separate activity monitor log that the respondents completed.

**Statistical model**

In the present study, the validity of PAQ3, accelerometer, and PA LOG measurements was evaluated. This evaluation was achieved by estimating the validity coefficient that reflects the correlation between the observed measurement of exposure, be it questionnaire, accelerometer data, or PA LOG, and the unknown true level \(T\). A measurement error model was therefore defined that assumes relations between questionnaire \(Q\), PA LOG \(R\), and accelerometer \(A\) measurements and true level of activity, for subject \(i = 1, \ldots, I\), and measurements \(j = 1, \ldots, J_X (X = R, A)\), as

\[
Q_i = \alpha_Q + \beta_Q T_i + \epsilon_{Qi} \tag{1a}
\]

\[
R_{ij} = T_i + \epsilon_{Rij} \tag{1b}
\]

\[
A_{ij} = \alpha_A + \beta_A T_i + \epsilon_{Aij}. \tag{1c}
\]

The following relations are assumed for random measurement errors \(\epsilon_{Qi}\) and \(\epsilon_{Rij}\):

\[
E(\epsilon_{Qi}|T_i) = 0, \quad E(\epsilon_{Rij}|T_i) = 0, \quad E(\epsilon_{Aij}|T_i) = 0, \quad \text{Var}(\epsilon_{Qi}) = \sigma_{\epsilon Q}^2, \quad \text{Var}(\epsilon_{Rij}) = \sigma_{\epsilon R}^2, \quad \text{Var}(\epsilon_{Aij}) = \sigma_{\epsilon A}^2.
\]

For the questionnaire measurement \(Q\), the coefficients \(\alpha_Q\) and \(\beta_Q\) in model 1a express constant and proportional scaling biases (17), while the residual terms \(\epsilon_{Qi}\) models the random part of measurement errors in \(Q\) and are assumed to be uncorrelated with true physical activity level \(T_i\), after \(\alpha_Q\) and \(\beta_Q\) have captured the systematic component of measurement error (12).

In this analysis, the 7-day PA LOG was chosen to be the “reference measurement,” with \(\alpha_R = 0\) and \(\beta_R = 1\). The relation expressed in model 1b assumes that errors are strictly random and that variation around individuals’ unknown true physical activity is entirely attributable to within-person random variability or to random measurement errors in reporting physical activity levels (i.e., \(\text{cov}(\epsilon_{Rij}, T_j) = 0\), for \(\forall j \in J_R\)).

In addition, throughout this analysis, it is assumed that random errors in questionnaire and 7-day PA LOG measurements are correlated \(\text{cov}(\epsilon_{Qi}, \epsilon_{Rij}) \neq 0, \text{for } \forall j \in J_R\), as a result of individuals’ tendency to consistently misreport...
their activity level. Furthermore, correlation between errors in questionnaire-based assessments may arise because these measurements may share some common source of variability. Similar assumptions were made for the replicates of PA LOG measurements (cov(e_{Rij}, e_{Rik}) \neq 0; j \neq k).

Although measurements collected by using an accelerometer have been reported to be reliable for estimating dynamic physical activities (18–22), some concerns have been raised about the capacity of accelerometers to provide a valid estimate of absolute physical activity levels (20). For this reason, in expression 1c, the terms \( \alpha_A \) and \( \beta_A \) were introduced for accelerometer data to take into account systematic error, while \( e_A \) captures the random measurement error component.

Accelerometer measurements provide objective estimates of physical activity levels. It was assumed that random errors in questionnaire-based and accelerometer measurements are independent, that is, \( \text{cov}(e_Q, e_{Ai}) = \text{cov}(e_{Rij}, e_{Aij}) = 0 \) for \( \forall j \in J_A \) and \( \forall j \in J_R \), under the hypothesis that errors in the latter are not influenced by study subjects’ ability to recall past activity levels. Measurement errors in model 1 could also be expressed in terms of person-specific bias and random variation (23, 24). However, the two notations are equivalent, as has been shown previously (25).

Model parameter estimates can be obtained through structural equation models. In this context, given the linear associations in expression 1 and the related assumptions regarding error variances and covariances, the population covariance matrix \( \Sigma \) of a set of observed variables \( (X_1, \ldots, X_p) \) is a function of a set of basic parameters \( (q = (q_1, \ldots, q_p)) \), as \( \Sigma = \Sigma(q) \) (26, 27). For the model to be identifiable, a situation that arises when a unique set of parameter estimates corresponds to the observed data, it is necessary that the components of \( q \) are not more than the elements of the sample covariance matrix \( S \), that is, \( t \leq p(p + 1)/2 \). Classically, the maximum likelihood method is used for such model fitting, which usually requires the assumption that variables are normally distributed (27). Notably, in this study, the components of \( q \) are the regression coefficients in equation 1 as well as the variance of the independent variable \( (\sigma_q^2) \), and the error variances and covariances.

Having estimated the parameter vector \( q \), the validity coefficient for questionnaire \( Q \) can be calculated, as detailed in the Appendix:

\[
\hat{\rho}_{QiT} = \frac{1}{1 + \frac{\sigma_q^2}{\hat{\rho}_Q^2 \sigma^2_t}}.
\]

The validity coefficients for the accelerometer measurements, \( \rho_AR \), and PA LOG, \( \rho_RT \), are estimated in the same manner.

When measurement errors in exposure variables are present, the estimated association describing the exposure-disease relation (e.g., relative risk estimates) may be biased, typically toward the null. A number of statistical methods have been proposed for correcting the effects of covariate measurement error (7–9). One simple adjustment for measurement error is the regression calibration method (8), where the attenuation factor, \( \lambda \), is estimated by the slope of true on observed exposure in a validation study. The log-relative risk in the disease model is corrected (deattenuated) by dividing by \( \hat{\lambda} \). For this reason, values of the attenuation factor close to 0 lead to more serious underestimations of risk. In this work, the attenuation factor is calculated as

\[
\hat{\lambda}_{QT} = \frac{\hat{\beta}_Q \sigma^2_t}{\hat{\beta}_Q \sigma^2_Q + \sigma^2_{eQ}}.
\]

The regression calibration method corrects for random and systematic within-person error in observed measurements of exposure, provided that a reference measure is available (24). By estimating the validity coefficient and the attenuation factor using models 1 and 2, the possible error correlation between questionnaire and PA LOG measurements is quantified and the effect of taking into account this error correlation is evaluated.

A model with an instrumental variable

It is conceivable that replicates of accelerometers contain components of intraindividual systematic errors, because accelerometer data for subjects who engage in very dynamic kinds of pursuits (e.g., walking, running) for a larger proportion of their overall activity would be predicted to have less systematic error, whereas the actigraph data for participants who engage in more static pursuits for a larger proportion of their activity, which may expend considerable energy but cause less acceleration of the body (e.g., household chores, gardening), might contain systematic errors. For this reason, two strategies have been used to examine these possible errors.

Estimation of error correlation in replicates of accelerometer data in models 1a–1c leads to identifiability issues. To address this, two complementing strategies have been followed. First, a sensitivity analysis was conducted in model 1 by imputing values of the correlation between errors in replicates of accelerometer data, thus pursuing estimation of the validity coefficients. Second, an additional model was considered by introducing an instrumental variable (24, 28, 29), as follows:

\[
Q_i = \alpha_Q + \beta_Q T_{1i} + e_{Qi} \\
R_{ij} = T_i + e_{Rij} \\
A_{ij} = \alpha_A + \beta_A T_{1i} + e_{Aij} \\
B_i = \alpha_B + \beta_B T_{1i} + e_{Bi},
\]

where \( T_i, \alpha_Q, \beta_Q, \alpha_A, \beta_A, e_{Qi}, e_{Rij}, \) and \( e_{Aij} \) have been defined in model 1. It is further assumed that the errors in \( B_i \) measurements are \( E(e_{Bi}|T_i) = 0 \), \( \text{Var}(e_{Bi}) = \sigma_{eB}^2 \), and are uncorrelated with any other residual error terms in model 4. Furthermore, it is assumed that \( \text{cov}(e_{Aij}, e_{Aik}) \neq 0; \forall j \in J_A; \) \( j \neq k \). Parameter estimation was conducted by using structural equation models, similarly to model 1. Details are provided in the Appendix.

Structural equation models assume that the random variables approximate a multivariate normal distribution. For
this reason, the data have been log transformed. To deal with missing values \( n = 56 \) over the nine different physical activity variables, an expectation-maximization algorithm was used to estimate the maximum likelihood covariance matrix that was used as input data to estimate model parameters in the structural equation model. This approach assumes that data are missing at random (30). Parameter estimates were obtained by using the CALIS procedure in SAS software (31), as well as associated approximate standard errors. For validity coefficient and attenuation factor estimates, 95 percent confidence intervals were obtained by computing the 2.5th and 97.5th percentiles of a distribution determined with bootstrap sampling (32). A total of 1,000 repetitions gave sufficiently stable intervals.

Models for men and women combined were systematically adjusted for gender by regressing physical activity measurements on gender and using residuals. To evaluate the degree of correlated errors after controlling for study subjects’ characteristics, residuals of physical activity measurements on, in turn, age, body mass index, and level of physical fitness at baseline were computed. However, results were very similar, and only unadjusted results are presented here.

### TABLE 2. Overall (\( n = 154 \)) and sex-specific (men, \( n = 75 \); women, \( n = 79 \)) estimates of validity coefficient (\( \hat{r}_{XT} \)) and attenuation factors (\( \hat{\lambda} \)), estimates of true variance (\( \hat{s}^{2}_{T} \)), error correlations (\( \hat{r}_{eij} \)), and associated 95% confidence intervals under model 1 for measurements \( X \), in turn, PAQ, *7-day PA LOG,* and ACC* measurements

<table>
<thead>
<tr>
<th>Measurement Variable name</th>
<th>Overall ( n = 154 )</th>
<th>Male ( n = 75 )</th>
<th>Female ( n = 79 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>PAQ ( Q )</td>
<td>4.78 (0.51)</td>
<td>4.84 (0.45)</td>
<td>4.73 (0.56)</td>
</tr>
<tr>
<td>PA LOG1 ( R_1 )</td>
<td>4.82 (0.42)</td>
<td>4.85 (0.42)</td>
<td>4.78 (0.41)</td>
</tr>
<tr>
<td>PA LOG2 ( R_2 )</td>
<td>4.83 (0.46)</td>
<td>4.81 (0.53)</td>
<td>4.85 (0.39)</td>
</tr>
<tr>
<td>PA LOG3 ( R_3 )</td>
<td>4.72 (0.50)</td>
<td>4.72 (0.55)</td>
<td>4.72 (0.45)</td>
</tr>
<tr>
<td>PA LOG4 ( R_4 )</td>
<td>4.78 (0.44)</td>
<td>4.79 (0.48)</td>
<td>4.78 (0.41)</td>
</tr>
<tr>
<td>ACC1 ( A_1 )</td>
<td>4.91 (0.23)</td>
<td>4.91 (0.24)</td>
<td>4.92 (0.22)</td>
</tr>
<tr>
<td>ACC2 ( A_2 )</td>
<td>4.92 (0.24)</td>
<td>4.90 (0.26)</td>
<td>4.93 (0.22)</td>
</tr>
<tr>
<td>ACC3 ( A_3 )</td>
<td>4.82 (0.25)</td>
<td>4.81 (0.28)</td>
<td>4.83 (0.22)</td>
</tr>
<tr>
<td>ACC4 ( A_4 )</td>
<td>4.85 (0.26)</td>
<td>4.86 (0.29)</td>
<td>4.85 (0.24)</td>
</tr>
<tr>
<td>Weight ( B )</td>
<td>78.1 (15.2)</td>
<td>84.2 (12.4)</td>
<td>72.3 (15.4)</td>
</tr>
</tbody>
</table>

* PAQ, physical activity questionnaire; PA LOG, physical activity log; ACC, accelerometer; SD, standard deviation.
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### TABLE 1. Overall and gender-specific sample size, mean, and standard deviation of log-transformed PAQ* and *7-day PA LOG,* ACC* measurements (log-MET*-hours/week), and weight (kg)

<table>
<thead>
<tr>
<th>Measurement Variable name</th>
<th>Overall</th>
<th>Male ( n = 75 )</th>
<th>Female ( n = 79 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>Mean (SD)</td>
<td>No. Mean (SD)</td>
</tr>
<tr>
<td>PAQ ( Q )</td>
<td>154</td>
<td>4.78 (0.51)</td>
<td>75 4.84 (0.45)</td>
</tr>
<tr>
<td>PA LOG1 ( R_1 )</td>
<td>153</td>
<td>4.82 (0.42)</td>
<td>74 4.85 (0.42)</td>
</tr>
<tr>
<td>PA LOG2 ( R_2 )</td>
<td>153</td>
<td>4.83 (0.46)</td>
<td>78 4.85 (0.39)</td>
</tr>
<tr>
<td>PA LOG3 ( R_3 )</td>
<td>153</td>
<td>4.72 (0.50)</td>
<td>79 4.72 (0.45)</td>
</tr>
<tr>
<td>PA LOG4 ( R_4 )</td>
<td>151</td>
<td>4.78 (0.44)</td>
<td>77 4.78 (0.41)</td>
</tr>
<tr>
<td>ACC1 ( A_1 )</td>
<td>143</td>
<td>4.91 (0.23)</td>
<td>73 4.91 (0.24)</td>
</tr>
<tr>
<td>ACC2 ( A_2 )</td>
<td>144</td>
<td>4.92 (0.24)</td>
<td>72 4.90 (0.26)</td>
</tr>
<tr>
<td>ACC3 ( A_3 )</td>
<td>142</td>
<td>4.82 (0.25)</td>
<td>75 4.83 (0.22)</td>
</tr>
<tr>
<td>ACC4 ( A_4 )</td>
<td>137</td>
<td>4.85 (0.26)</td>
<td>70 4.85 (0.24)</td>
</tr>
<tr>
<td>Weight ( B )</td>
<td>154</td>
<td>78.1 (15.2)</td>
<td>75 84.2 (12.4)</td>
</tr>
</tbody>
</table>

* PAQ, physical activity questionnaire; PA LOG, physical activity log; ACC, accelerometer; MET, metabolic-equivalent task; SD, standard deviation.
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In addition, in an attempt to evaluate the effect of measurement errors on the validity of physical activity measurements, models were run according to study subjects’ age, body mass index, and level of physical fitness at baseline. Separately for each variable, two groups were created by taking, respectively, cutoffs equal to 50 years for age, the gender-specific body mass index median values, equal to 27.5 and 25.7 (kg/m²) in men and women, respectively, and the gender-specific level of fitness, based on predicted maximum oxygen consumption at baseline, equal to 31.3 and 25.8 (ml/kg per minute) in men and women, respectively.

Log-transformed body weight was used to estimate the validity of questionnaire measurements using an instrumental variable in model 4. Using level of fitness instead of weight provided very similar results.

RESULTS

Although average values in log-transformed questionnaires, PA LOG, and accelerometer physical activity measurements were not very different, greater heterogeneity was observed for variability in the different types of data (table 1). Mean values were very similar for men and women, but variability of different measurements was higher in men than in women.

The values for estimates of the validity coefficients were higher for accelerometer measurements (0.81, 95 percent confidence interval (CI): 0.76, 0.85) compared with PA LOG (0.57, 95 percent CI: 0.47, 0.66) and questionnaire (0.26, 95 percent CI: 0.12, 0.40) measurements (table 2). Higher validity coefficients for questionnaire measurements were observed for men (0.39, 95 percent CI: 0.20, 0.58) than for women (0.15, 95 percent CI: 0.01, 0.33), while similar coefficients were observed for PA LOG and accelerometer data for the two genders. The 95 percent confidence intervals showed that these parameters were estimated with precision. Attenuation factor estimates for questionnaires were equal to 0.13 (95 percent CI: 0.05, 0.23), with a lower value for women (0.07, 95 percent CI: −0.03, 0.18) than for men (0.23, 95 percent CI: 0.09, 0.41). True variability was equal to 0.07 (95 percent CI: 0.04, 0.10).

Higher error correlations were observed between replicates of PA LOG measurements (0.55, 95 percent CI: 0.45, 0.64) than between questionnaire and PA LOG (0.23, 95 percent CI: 0.07, 0.38). Similar values were observed for men and women.

The results of assessment of measurement error by study subjects’ specific characteristics (table 3) show that validity of questionnaire measurements varied by age, with lower coefficients observed for subjects older than age 50 years, and also by body mass index, with lower validity for participants with a higher body mass index. Although adjustment for age did not produce noticeable changes, some minor confounding by age cannot be ruled out. Similarly, higher coefficients were observed for individuals with a better level of fitness, although the lower body mass index values and, to a lesser extent, the younger age of participants with higher predicted maximum oxygen consumption might have partially driven these findings.
The sensitivity analysis showed that the validity coefficients and the attenuation factors increased slightly with increasing values of the correlation between errors in replicates of accelerometer measurements, although only for values of accelerometer error correlations higher than 0.4 was the change (bias) appreciable (table 4).

When an instrumental variable was used, the questionnaire validity coefficient was equal to 0.27 (95 percent CI: 0.13, 0.49), a value very similar to the coefficient estimated in model 1 (table 5). The correlation between error in replicates of accelerometer measurements was equal to 0.17 (95 percent CI: −0.75, 0.54). The confidence intervals for correlation between errors in model 4 were wide and asymmetrical.

**DISCUSSION**

We evaluated the validity of PAQ, PA LOG, and accelerometer measurements by using an integrated structural equation model. It was assumed that none of these measurements are themselves true gold standards but rather contain components of random and systematic measurement error. Although earlier studies investigated the role of measurement error in physical activity assessments (33, 34), to our knowledge we evaluated and quantified for the first time in this work the effect of error correlations in self-reported physical activity measurements.

The models used in this study relied on several statistical assumptions. First, it was assumed that PA LOG measurements can be used as the reference and that errors are strictly random and unrelated to true long-term physical activity level (3, 35, 36). It should be noted that PA LOGs are burdensome for participants to complete, and they measure activities specified a priori, thus having the potential to introduce systematic errors. However, if the assumption of random error in PA LOG measurements does not hold (i.e., model 1b), underestimation of the validity coefficients can result. Therefore, our estimates are likely to be conservative. Second, to estimate all the parameters, thus making the model identifiable, a third objective measurement is needed whose errors are assumed to be independent of the self-reported physical activity measurements (11, 12, 24, 37).

For this purpose, accelerometer data were used, which were assumed to contain random and systematic measurement errors. Accelerometers optimally capture more dynamic activities (e.g., walking and running) but provide limited or no estimates of cycling or swimming, which in this study were systematically recorded with monitor logs. Although this could introduce an aspect of self-report to the actigraph, the contribution of these activities to total activity is likely very low. We found the validity coefficients of PAQ measurements to be threefold lower for women, and of similar magnitude for men, compared with values previously observed (13). This result is mainly attributable to the fact that the methods used in this study allow the error correlation between replicates of the same type of instruments, as well as between different types, to be evaluated and taken into account. Estimating the validity coefficients by comparison of measurements that share the same source of errors can lead to overestimating the quantity of interest (23).

It is realistic to assume that the sources of errors in self-reported estimates of physical activity are similar, thus leading to error correlations between the measurements of two types of instruments—in our study, PAQ and PA LOGs—and between replicates of the same instrument. The results

**TABLE 4. Values of the validity coefficients for questionnaire measurements (\(p_{\text{QT}}\)), attenuation factor (\(\hat{\lambda}\)), correlation between error in questionnaire and PA LOG (\(p_{\text{QT PA LOG}}\)), and correlation between errors in replicates of PA LOG (\(p_{\text{PA LOG rep}}\)) for different values of the correlation between error in replicates of accelerometer data (\(p_{\text{ACC rep}}\)), as estimated in a sensitivity analysis**

<table>
<thead>
<tr>
<th>(p_{\text{ACC rep}}) ((j \neq k))</th>
<th>(p_{\text{QT}})</th>
<th>(\hat{\lambda})</th>
<th>(p_{\text{QT PA LOG}})</th>
<th>(p_{\text{PA LOG rep}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>−0.400</td>
<td>0.244</td>
<td>0.116</td>
<td>0.238</td>
<td>0.579</td>
</tr>
<tr>
<td>−0.200</td>
<td>0.251</td>
<td>0.122</td>
<td>0.233</td>
<td>0.569</td>
</tr>
<tr>
<td>0*</td>
<td>0.258*</td>
<td>0.132*</td>
<td>0.225*</td>
<td>0.553*</td>
</tr>
<tr>
<td>0.200</td>
<td>0.281</td>
<td>0.153</td>
<td>0.203</td>
<td>0.520</td>
</tr>
<tr>
<td>0.400</td>
<td>0.323</td>
<td>0.202</td>
<td>0.148</td>
<td>0.408</td>
</tr>
<tr>
<td>0.500</td>
<td>0.374</td>
<td>0.273</td>
<td>0.039</td>
<td>0.113</td>
</tr>
</tbody>
</table>

* No correlation between errors of accelerometer measurements is assumed.

**TABLE 5. Estimates of validity coefficient (\(p_{\text{XR}}\)) and attenuation factors (\(\hat{\lambda}\)) for measurements \(X\), in turn, PAQ,* 7-day PA LOG,* and ACC* measurements, estimates of true variance (\(\hat{\sigma}^2\)), and error correlations (\(p_{\text{RIR}}\)) and associated 95% confidence interval under model 4, assuming correlation between errors in replicates of accelerometer measurements**

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Variable name</th>
<th>(\hat{\rho}_{\text{XR}}) Estimate</th>
<th>(\hat{\rho}_{\text{XR}}) 95% CI*</th>
<th>(\hat{\lambda}) Estimate</th>
<th>(\hat{\lambda}) 95% CI</th>
<th>(\hat{\sigma}^2) Estimate</th>
<th>(\hat{\sigma}^2) 95% CI</th>
<th>(p_{\text{RIR}}) Estimate</th>
<th>(p_{\text{RIR}}) 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAQ</td>
<td>Q</td>
<td>0.269</td>
<td>0.129, 0.486</td>
<td>0.145</td>
<td>0.059, 0.381</td>
<td>0.076</td>
<td>0.015, 0.134</td>
<td>0.213†</td>
<td>−0.170, 0.375</td>
</tr>
<tr>
<td>PA LOG</td>
<td>R</td>
<td>0.603</td>
<td>0.479, 0.879</td>
<td>0.523‡</td>
<td>−0.400, 0.626</td>
<td>0.177§</td>
<td>−0.750, 0.537</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACC</td>
<td>A</td>
<td>0.762</td>
<td>0.507, 0.897</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* PAQ, physical activity questionnaire; PA LOG, physical activity log; ACC, accelerometer; CI, confidence interval.

† Correlation between errors in \(Q\) and \(R\) measurements.

‡ Correlation between errors among replicates of \(R\) measurements.

§ Correlation between errors among replicates of \(A\) measurements.
of this study confirm that, after the role of error correlations has been taken into account, the validity coefficients of physical activity levels from questionnaire measurements can be relatively low. It is therefore of primary interest to set up validation studies in which physical activity levels are estimated through different assessment instruments.

In this study, the assumption that errors in replicates of accelerometer measurements are uncorrelated was challenged through a sensitivity analysis and by considering a model with an instrumental variable (24, 28, 29). Our results provide some evidence that the impact of error correlation in replicates of accelerometers is minor, as the validity coefficient is not sizably affected for values of accelerometer error correlations ranging from −0.4 to 0.4. To estimate the validity coefficient, it was assumed that individual weights were linearly related to the true level of the log of physical activity and that errors in this relation were uncorrelated with errors in physical activity measurements \((Q, R, \text{ and } M)\). Concerns regarding the appropriateness of these assumptions may exist, and our results need to be replicated in models with objective measurements with independent errors over replicates (e.g., doubly labeled water).

We also evaluated the effects of measurement errors on the validity of questionnaire measurements according to study subjects’ characteristics, notably age, body mass index, and level of fitness. Higher validity coefficients were observed for younger subjects (below age 50 years) and for subjects below the gender-specific body mass index medians, thus suggesting that these factors are associated with accuracy of estimates of physical activity level. These results provide evidence that measurement errors in the assessment of past year physical activity patterns have a strong systematic component, which can be the result of within-person systematic error not randomly distributed between subjects (38). Kipnis et al. (23) refer to this bias as person- and group-specific bias. Although the effect of body mass index on the validity coefficients of dietary measurements has been repeatedly suggested in the dietary assessment literature (39–41), the evidence on the role of study subjects’ characteristics in the accuracy of physical activity measurements has been more mixed, with some studies demonstrating an effect of body mass index on reporting errors (42, 43), while others have not (3, 44). However, concerns could be raised about whether these results could be generalized to populations different from the one under study, that is, with a different age structure or ethnic composition.

We have shown that the degree of attenuation of risk estimates derived from instruments such as the PAQ is likely substantial. Thus, the magnitude of the associations between physical activity and health outcomes, such as cancer or cardiovascular disease, may be severely attenuated by measurement errors. We estimated an attenuation factor equal to 0.13 for the PAQ, and, given this level of attenuation, a true relative risk of 2 would be estimated as a relative risk of 1.10. Therefore, to estimate the magnitude of the association between physical activity and health more accurately, carefully conducted calibration studies may be required, in which different types of physical activity assessment are used, possibly on a subsample of a large-scale epidemiologic study.

Our findings are based on log-transformed variables and therefore apply to risk models in which log of physical activity measurements is related to a specific disease outcome. However, results on untransformed variables provided similar results (data not shown). Results from this study also have implications for the design of calibration studies. The correlation between errors in self-reported measurements was substantial and must be properly accounted for in the measurement error model; otherwise, the model might only partially correct for the effect of measurement error. In our study, estimates of attenuation factors using a measurement error model were generally two- to threefold lower than attenuation estimated in a “standard” regression calibration model, in which questionnaire measurements were directly regressed on PA LOG values, without using accelerometer data. The attenuation factor estimated in this way was equal to 0.30 (data not shown), thus leading to underestimation of the deattenuated risk, which would be equal to 1.23 for a true relative risk of 2. These results suggest that the overall level of attenuation may be greater than previously expected, which confirms the importance of estimating the attenuation factors accurately because quantification of the impact of physical activity on public health outcomes will be directly affected by such attenuation.

In the absence of objective measurements that provide accurate estimates of absolute level of physical activity, questionnaires should be combined with accelerometer data and PA LOG measurements. Accelerometers ensure independence of errors with self-reported measurements, thus fulfilling fundamental requirements for the identifiability of statistical models for complex validation study designs. In this way, it is possible to estimate the various quantities that compose the error structure and to better understand the associations between physical activity and health.

The design of validation studies therefore requires great care, as well as thoughtful considerations concerning the sample size of the study, to enable the potential sources of errors, attributable to study subjects’ individual characteristics and/or particular types of physical activity, to be investigated in depth.
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In this work, parameter estimates were obtained through the CALIS procedure (31) that uses the maximum likelihood estimation algorithm. As described in the text, one questionnaire, four PA LOGs, and four accelerometer measurements were modeled in expression 1. In this study, six linear constraints were used for error correlation among replicates of PA LOG measurements, as \( \sigma_{\xi_{ijkl},R} = \sigma_{\xi_{k,l},R} \) for \( \forall j, k \in J_R \) with \( j \neq k \), as well as four constraints for the error correlation between questionnaire and PA LOG, as \( \sigma_{\xi_{ik},Q} = \sigma_{\xi_{Q,k},R} \) for \( \forall j \in J_R \). Parameter estimates can be alternatively obtained with the method-of-moments estimators, as shown by Spiegelman et al. (24). In model 1, there are eight second moments that allow eight model parameters to be uniquely determined, as

\[
\begin{align*}
\theta_1 &= \text{Var}(Q) = \beta_Q^2 \sigma_T^2 + \sigma_{e_Q}^2, \\
\theta_2 &= \text{Var}(R_{ij}) = \sigma_T^2 + \sigma_{e_R}^2, \\
\theta_3 &= \text{Cov}(R_{ij}, R_{ik}) = \sigma_R^2 + \sigma_{e_R,e_R}, \quad j \neq k, \\
\theta_4 &= \text{Cov}(Q_i, R_{ij}) = \beta_Q \sigma_T^2 + \sigma_{e_Q, e_R}, \\
\theta_5 &= \text{Var}(A_{ij}) = \beta_A^2 \sigma_T^2 + \sigma_{e_A}^2, \\
\theta_6 &= \text{Cov}(A_{ij}, Q_i) = \beta_A \beta_Q \sigma_T^2, \\
\theta_7 &= \text{Cov}(A_{ij}, R_{ik}) = \beta_A \sigma_T^2, \quad j \neq k, \\
\theta_8 &= \text{Cov}(A_{ij}, A_{ik}) = \beta_A^2 \sigma_T^2, \quad j \neq k.
\end{align*}
\]

Following the above associations, the validity coefficient for questionnaire measurements that estimates the correlation between questionnaire \( Q \) and true physical activity level, \( T \), is equal to

\[
\rho_{QT} = \sqrt{\frac{\text{Cov}(Q, T)}{\text{Var}(Q) \sqrt{\text{Var}(T)}}} = \sqrt{\frac{1}{1 + \frac{\sigma_{e_Q}^2}{\beta_Q \sigma_T^2}}} = \frac{\beta_Q \sigma_T}{\beta_Q \sigma_T^2 + \sigma_{e_Q}^2} = \theta_6 \theta_7 / (\theta_6 \theta_1) = \text{Cov}(A_{ij}, Q_i) \text{Cov}(A_{ij}, R_{ij}) / [\text{Var}(Q_i) \text{Cov}(A_{ij}, A_{ik})].
\]

Similarly, for the attenuation factor,

\[
\lambda_{QT} = \frac{\text{Cov}(Q, T)}{\text{Var}(Q)} = \frac{\hat{\beta}_Q \sigma_T^2}{\beta_Q \sigma_T^2 + \sigma_{e_Q}^2} = \theta_6 \theta_7 / (\theta_6 \theta_1) = \text{Cov}(A_{ij}, Q_i) \text{Cov}(A_{ij}, R_{ij}) / [\text{Var}(Q_i) \text{Cov}(A_{ij}, A_{ik})].
\]

In model 4, an instrumental variable has been added to the model. It is assumed that \( \sigma_{\xi_{Aij, e_Aik}} = \sigma_{\xi_{e_A, eA}} \) for \( \forall j, k \in J_A \) with \( j \neq k \). Similarly to model 1,

\[
\begin{align*}
\theta_1 &= \text{Var}(Q_i) = \beta_Q^2 \sigma_T^2 + \sigma_{e_Q}^2, \\
\theta_2 &= \text{Var}(R_{ij}) = \sigma_T^2 + \sigma_{e_R}^2, \\
\theta_3 &= \text{Cov}(R_{ij}, R_{ik}) = \sigma_R^2 + \sigma_{e_R,e_R}, \quad j \neq k, \\
\theta_4 &= \text{Cov}(Q_i, R_{ij}) = \beta_Q \sigma_T^2 + \sigma_{e_Q, e_R}, \\
\theta_5 &= \text{Var}(A_{ij}) = \beta_A^2 \sigma_T^2 + \sigma_{e_A}^2, \\
\theta_6 &= \text{Cov}(A_{ij}, Q_i) = \beta_A \beta_Q \sigma_T^2, \\
\theta_7 &= \text{Cov}(A_{ij}, R_{ik}) = \beta_A \sigma_T^2, \quad j \neq k, \\
\theta_8 &= \text{Cov}(A_{ij}, A_{ik}) = \beta_A^2 \sigma_T^2, \quad j \neq k. \\
\end{align*}
\]

In this model, the number of moments (\( n = 12 \)) exceeds the number of parameters (\( n = 11 \)). Therefore, more than one estimator is available for the parameters \( \beta_Q, \sigma_{e_Q, e_R} \) and \( \sigma_{e_Q}^2 \). In this work, model parameters are estimated iteratively by a nonlinear optimization algorithm in the CALIS procedure (31), which uses maximum likelihood theory.
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