Overcoming Ecologic Bias using the Two-Phase Study Design
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Ecologic (aggregate) data are widely available and widely utilized in epidemiologic studies. However, ecologic bias, which arises because aggregate data cannot characterize within-group variability in exposure and confounder variables, can only be removed by supplementing ecologic data with individual-level data. Here the authors describe the two-phase study design as a framework for achieving this objective. In phase 1, outcomes are stratified by any combination of area, confounders, and error-prone (or discretized) versions of exposures of interest. Phase 2 data, sampled within each phase 1 stratum, provide accurate measures of exposure and possibly of additional confounders. The phase 1 aggregate-level data provide a high level of statistical power and a cross-classification by which individuals may be efficiently sampled in phase 2. The phase 2 individual-level data then provide a control for ecologic bias by characterizing the within-area variability in exposures and confounders. In this paper, the authors illustrate the two-phase study design by estimating the association between infant mortality and birth weight in several regions of North Carolina for 2000–2004, controlling for gender and race. This example shows that the two-phase design removes ecologic bias and produces gains in efficiency over the use of case-control data alone. The authors discuss the advantages and disadvantages of the approach.

Epidemiologists continue to use ecologic and aggregate data. Despite their known drawbacks, these data, often aggregated across geographic areas, offer the advantages of widespread availability and gains in statistical power from large populations and increased exposure ranges. Data availability and exposure variability often determine the scale of examination and the suitability of a study. Exposures arising from a point or line source offer exposure contrasts on small scales, requiring small-area data; in contrast, dietary variables show little variation across small scales, and consequently international studies are used (1, 2).

In addition to the usual biases that may arise in observational studies, ecologic studies suffer from several biases unique to their design. The primary challenge is that ecologic data alone are generally insufficient to characterize within-area variability in exposures and confounding variables. The collective impact of the various biases that result is often referred to under the umbrella term ecologic bias. When ecologic bias causes a mismatch between conclusions concerning individual-level associations drawn from aggregate and individual-level data, this is known as the ecological fallacy. Many authors have examined the various aspects of ecologic bias (3–9). The only reliable way to characterize within-area variation in exposures and confounders, and hence control ecologic bias, is to collect and incorporate individual-level data. To help epidemiologists achieve this goal, in this paper we describe the use of the two-phase design in an ecologic setting.

To implement a two-phase design, an initial phase 1 cross-classification by the binary disease outcome and stratification variables is required; in phase 2, samples of individuals are drawn from each of the cross-classification cells, with data on additional variables being drawn from the subsamples of individuals (10, 11). Intuitively, the stratified sampling is
focused on informative cells, and estimation methods use both phases of data for efficiency and to acknowledge the outcome-dependent sampling. In the simplest ecologic setting, the cross-classification is by outcome and area only, and if area is a surrogate for important risk factors this design will be efficient. We are particularly interested in situations where an initial classification is available by outcome, area, and confounders such as age and gender—this is the case in a semi-ecologic study. Phase 2 may then provide detailed exposure information on a subset of the phase 1 individuals.

To illustrate these methods, we consider infant mortality in the state of North Carolina. For this example, we have access to complete individual-level data, permitting a “gold standard” individual-level analysis. For these data, we construct an ecologic study, implement the two-phase approach, and compare the results with those of the full individual-level analysis.

TABLE 1. Numbers of deaths, numbers of births, and probability of infant mortality according to race, gender, and birth weight category, North Carolina, 2000–2004

| Birth weight and gender | Whites | | | Non-Whites | | |
|-------------------------|--------|-----------------|-----------------|
|                         | No. of deaths | No. of births | Probability of infant mortality (<100) | No. of deaths | No. of births | Probability of infant mortality (<100) |
| Normal birth weight     |         |                 |                 |               |                 |                 |
| Female                  | 425     | 226,103         | 0.19             | 229           | 82,713         | 0.28             |
| Male                    | 609     | 240,581         | 0.25             | 302           | 87,313         | 0.35             |
| Low birth weight        |         |                 |                 |               |                 |                 |
| Female                  | 892     | 19,047          | 4.7              | 995           | 13,748         | 7.2              |
| Male                    | 1,175   | 17,360          | 6.8              | 1,227         | 12,170         | 10.1             |

TABLE 2. Estimated relative risk of infant mortality from various study designs, North Carolina, 2000–2004

<table>
<thead>
<tr>
<th>Individual-level discrete*</th>
<th>Individual-level continuous†</th>
<th>Ecologic study‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR§</td>
<td>95% CI§</td>
<td>RR §</td>
</tr>
<tr>
<td>Gender</td>
<td>1.42</td>
<td>1.34, 1.49</td>
</tr>
<tr>
<td>Race</td>
<td>1.41</td>
<td>1.27, 1.57</td>
</tr>
<tr>
<td>Weight</td>
<td>27.5</td>
<td>25.5, 29.7</td>
</tr>
<tr>
<td>Weight × race</td>
<td>1.11</td>
<td>0.98, 1.25</td>
</tr>
</tbody>
</table>

* Weight was a binary indicator of low birth weight (<2,500 g).
† Weight was a continuous measure, standardized so that a 1-unit difference corresponded to a decrease of 250 g.
‡ Analysis based on the ecologic log-linear model, model 2. Coefficients are for a 10% increase in the corresponding ecologic percentages.
§ RR, relative risk; CI, confidence interval.
(hereafter referred to as the relative risk because of the rarity of infant mortality) associated with low birth weight for White babies, \( \exp(\beta_w) \), and the additional multiplicative change in relative risk associated with low birth weight for non-White babies, \( \exp(\beta_{rw}) \).

Table 2 provides estimates from model 1, based on the complete individual-level data. The main effect indicates a strong association between infant mortality and low birth weight among the White babies. Based on the estimate for the interaction term, there is modest evidence of an additional 11 percent increase in risk for non-White low birth weight babies.

A simulated ecologic study

Because of the unavailability of individual-level data, ecologic data may be resorted to and may come in a variety of forms. For example, a purely ecologic study would consist of marginal death counts across the 100 counties as well as the marginal proportions of babies who were born male, non-White, and of low birth weight. Alternatively, a semiecologic study might consist of the numbers of births and infant deaths cross-classified by gender and race, along with the proportion of babies that were of low birth weight, in each county.

For the North Carolina infant mortality data, we collapsed the counts within the 100 counties to mimic a purely ecologic study. Figures 1 and 2 provide histograms and maps, respectively, of the ecologic data. As expected, the proportion male is tightly clustered around 0.5 across counties, while the proportion non-White varies between 0.002 and 0.380 and the proportion with low birth weight varies between 0.06 and 0.14.

To illustrate a typical ecologic analysis, let \( Y_k \) and \( N_k \) denote the observed numbers of deaths and births in county \( k (k = 1, \ldots, 100) \). Further, let \( Q_{Wk} \) denote the proportion of low birth weight babies in county \( k \), and let \( Q_{Gk} \) and \( Q_{RK} \) denote the corresponding proportions of babies that are male and non-White. A typical ecologic analysis might fit the log-linear model:

\[
\log E(Y_k) = \log N_k + \beta_0 + \beta_g Q_{Gk} + \beta_r Q_{RK} + \beta_w Q_{Wk} + \beta_{rw} Q_{RK} Q_{Wk},
\]

where \( \log N_k \) is a county-specific offset that accounts for the denominator sizes. Although model 2 bears some resemblance to the individual-level model, model 1, the interpretation of its components is quite different. For example, interpreted literally, \( \exp(\beta_w) \) is the relative risk associated with an all-White area whose newborns are all low birth weight as compared with an all-White area containing no low birth weight infants, with both areas having the same proportion of male births. Hence, the interpretation of \( \exp(\beta_w) \) resembles more closely that of a contextual effect and is therefore not comparable to the individual-level effect \( \exp(\beta_w) \).

The outcome, \( Y_k \), is a count, and to allow for extra-Poisson variability, we fit model 2 using quasi-likelihood (12). Table 2 shows results from a fit in which each of the proportions has been multiplied by 10. That is, each relative risk estimate compares two areas that differ in the

FIGURE 1. Histograms of the crude infant mortality rate (per 1,000 livebirths) and the percentages of infants born male, non-White, and of low birth weight (<2,500 g), North Carolina, 2000–2004.
corresponding proportion by 10 percent. We see that the ecological relative risk associated with low birth weight is completely incomparable with the individual-level coefficient. Furthermore, non-White race now appears protective, rather than detrimental as the individual-level analysis suggests. This spurious result provides an example of the ecological fallacy, in which conclusions (here regarding race) based on ecological data are opposite of those drawn on the basis of individual-level data.

The inherent difficulty in estimating individual-level associations from ecological data can be illustrated by examining the induced aggregate model. Let \( N_{kgw} \) denote the number of children in county \( k \) and in gender, race, and birth weight categories \( g, r, \) and \( w, \) respectively. For a rare outcome, model 1 may be approximated by a log-linear model, and aggregation within area \( k \) yields

\[
\left( N_{k000}e^{\beta_y} + N_{k100}e^{\beta_y + \beta_r} + N_{k010}e^{\beta_y + \beta_w} + N_{k001}e^{\beta_y + \beta_r + \beta_w} + N_{k110}e^{\beta_y + \beta_r + \beta_w + \beta_g} + N_{k101}e^{\beta_y + \beta_r + \beta_w + \beta_g + \beta_r} + N_{k011}e^{\beta_y + \beta_r + \beta_w + \beta_g + \beta_r + \beta_w} + N_{k111}e^{\beta_y + \beta_r + \beta_w + \beta_g + \beta_r + \beta_w + \beta_g}\right) / N_k,
\]

where, again, \( N_k \) is the total number of births in region \( k. \) Intuitively, model 3 provides the average risk associated with area \( k \) taken as the sum of the numbers in each of the eight gender/race/low birth weight strata, each multiplied by their specific mortality probabilities. Estimation of this model requires information on the \( N_{kgw} \) which is generally not available in an ecological study. The differences between models 2 and 3, both in terms of the predictor variables and in terms of parameter interpretation, explain the ecological fallacy for the North Carolina data. In the case of a continuous exposure, it may be possible to predict the direction of the bias (9), since the individual and ecological models are both log-linear. However, with a discrete exposure like the one we have here, such an endeavor is not possible because of the differing functional forms.

Collecting individual-level data

It is generally well recognized that in order for ecological data to provide reliable inferences, they need to be supplemented with individual-level data. With a rare outcome, the aggregate data design (2) collects supplemental individual-level survey information on exposures and confounders; intuitively, these provide estimates of the \( N_{kgw} \) in model 3. An approach that also uses similar data but assumes a parametric form for the within-area distributions and then fits the implied disease risk model has also been suggested (13–15). While these approaches can overcome ecological bias, they are still ecological in nature, since there is no linkage between outcome and exposures or confounders at the level of the individual (16).

In the setting of a nonrare outcome, a scheme for combining ecological data with a series of \( 2 \times 2 \) tables with simple random samples has been outlined (17). More recently, the parametric aggregate data design has been extended to incorporate prospectively collected information on individuals (18). In this paper, we focus on studies of rare outcomes, and we therefore consider outcome-dependent sampling. Previously we considered case-control sampling within areas (19, 20); here we consider the use of two-phase sampling to obtain individual-level data jointly on both outcomes and exposures/confounders.

Ecological two-phase studies

Two-phase study designs are a generalization of matched case-control designs in which, initially, the entire sampling population is cross-classified according to case/control status and some stratification variable, \( S. \) The latter depends on
covariates observed in all individuals and may include exposures of interest, proxy exposure measures, or potential confounders. In settings like those we are considering, such as environmental epidemiology, $S$ may also depend on geographic area, which can act as a surrogate for the totality of confounders associated with each area, as well as provide a well-defined sampling frame for the controls. For example, Flick et al. (21) recently reported results from a case-control study of the association between nonsteroidal antiinflammatory drugs and non-Hodgkin’s lymphoma in which the data were matched by county.

Let us assume that $S$ takes on $J$ levels. After the initial cross-classification, the phase 1 data consist of $2J$ counts, $N_{ij}$, with $i = 0/1$ (corresponding to noncase/case status) and with $j$ indexing stratum ($j = 1, \ldots, J$). In phase 2, samples of size $n_{ij}$ are taken within each of the phase 1 strata, and individual-level measurements, $x_{ijk}$, are taken on these individuals ($k = 1, \ldots, n_{ij}, i = 0, 1; j = 1, \ldots, J$). Such individual-level data may include additional covariates not readily available on all subjects and/or accurate measurements for proxy exposures available on all individuals in phase 1 but subject to measurement error or misclassification. We note that the traditional case-control design corresponds to an initial classification based solely on case/control status (and so does not involve $S$), while a matched case-control design classifies additionally on confounders. Whereas case-control designs ignore the phase 1 data, in a two-phase approach these data are exploited to provide efficiency gains and to enable the estimation of intercepts and interactions, including those involving phase 1 stratification variables (11).

The outcome-dependent nature of the phase 2 sampling must be accounted for when analyzing two-phase data; a number of approaches have been developed (22–27). Software for implementing the methods in an ecologic context (along with the North Carolina data) is available from the first author (http://faculty.washington.edu/jonno/cv.html). Unless otherwise stated, all of the analyses presented here implement full maximum likelihood estimation, which, under correct model specification, provides the most efficient estimates (25). We emphasize that both the phase 1 and phase 2 data are exploited for estimation; further details are provided in the Appendix.

### RESULTS

#### Simulation study

To implement a two-phase design, one must initially specify the variables upon which the phase 1 stratification is based and, in particular, define $S$. In the North Carolina example, we could stratify on area, gender, race, low birth weight, or some combination. Caution is required, though, as too fine a stratification may leave some cells empty, leading to a breakdown of the analysis method. In phase 2, one must decide how to allocate the individual-level samples across these strata (i.e., the $n_{ij}$ sample sizes). One recommended choice is that of a balanced scheme, where equal numbers of individuals are sampled across phase 1 strata (23). An alternative is to consider optimal sampling strategies for two-phase sampling, typically tailored to the specific setting (28).

Below we report on a simulation study for which the results were based on 10,000 simulated data sets. In each case, we generated complete individual-level data using the parameter estimates from the full data (table 2). This provided the basis for the phase 1 stratification, from which cases and controls were sampled in phase 2.

#### Infant mortality data

**Discrete birth weight status.** We implemented schemes with eight different phase 1 stratifications, as outlined in table 3. With 100 counties, it is not possible to use county (with 100 levels) as a phase 1 stratification variable, since some counties will contain very few cases; further cross-classification will result in zero entries, leading to estimation difficulties. Hence, we constructed 10 regions based on contiguous counties, shown in figure 3, and matched on this new variable.
Under each scheme, we sampled 500 cases and 500 controls. We adopted a balanced design in which equally sized samples were taken, where possible, across the $J$ strata; when sufficient numbers of cases were not available, non-cases were sampled instead. Table 3 gives the percent bias across simulations as compared with the fitting of the individual-level model to the totality of data, as well as the relative efficiency, taken as the ratio of the variance of the two-phase relative risk estimators (across simulations) relative to that of the case-control design. The only difference between conventional case-control and two-phase sampling with phase 1 stratified by outcome only is in the estimation of the intercept, which may be estimated under the two-phase approach; inference for the relative risks is identical. The results in table 3 are presented in terms of relative risk; thus, for example, $\hat{h} = \exp(\hat{b})$ is the relative risk corresponding to race.

It is apparent from table 3 that since region is only weakly associated with outcome, little is gained by stratifying on region alone. When we stratify results by gender or race or low birth weight, estimation of the corresponding relative risks (including the interaction) improves correspondingly. When we stratify on low birth weight in phase 1, efficiency improves markedly over case-control sampling. For example, the standard error of the relative risk for the interaction, $\hat{\theta}_{wr}$, is 0.53 under case-control sampling and 0.08 under two-phase sampling; analysis of the individual data gives a standard error of 0.07, so the two-phase analysis is almost as efficient as the analysis using the full data, even though it is based on only 500 cases and 500 controls. When we use low birth weight in phase 1, the parameter estimates are unbiased; in particular, the ecologic bias evident in table 2 is eliminated. There is some finite sample bias when we do not use low birth weight in phase 1.

It is apparent from table 3 that since region is only weakly associated with outcome, little is gained by stratifying on region alone. When we stratify results by gender or race or low birth weight, estimation of the corresponding relative risks (including the interaction) improves correspondingly. When we stratify on low birth weight in phase 1, efficiency improves markedly over case-control sampling. For example, the standard error of the relative risk for the interaction, $\hat{\theta}_{wr}$, is 0.53 under case-control sampling and 0.08 under two-phase sampling; analysis of the individual data gives a standard error of 0.07, so the two-phase analysis is almost as efficient as the analysis using the full data, even though it is based on only 500 cases and 500 controls. When we use low birth weight in phase 1, the parameter estimates are unbiased; in particular, the ecologic bias evident in table 2 is eliminated. There is some finite sample bias when we do not use low birth weight in phase 1.

### TABLE 4. Continuous weight example*

<table>
<thead>
<tr>
<th>Phase 1 stratification</th>
<th>% bias</th>
<th>Relative efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\theta}_Y$</td>
<td>$\hat{\theta}_A$</td>
</tr>
<tr>
<td>$Y$ alone</td>
<td>2.8</td>
<td>1.1</td>
</tr>
<tr>
<td>$Y \times A$</td>
<td>2.9</td>
<td>2.0</td>
</tr>
<tr>
<td>$Y \times A \times G$</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>$Y \times A \times R$</td>
<td>2.7</td>
<td>-0.6</td>
</tr>
<tr>
<td>$Y \times A \times W$</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>$Y \times A \times \text{misclassified } W$</td>
<td>2.1</td>
<td>2.2</td>
</tr>
<tr>
<td>$Y \times A \times G \times R$</td>
<td>1.8</td>
<td>-0.7</td>
</tr>
<tr>
<td>$Y \times A \times G \times W$</td>
<td>0.6</td>
<td>2.2</td>
</tr>
<tr>
<td>$Y \times A \times G \times \text{misclassified } W$</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>$Y \times A \times R \times W$</td>
<td>1.8</td>
<td>0.2</td>
</tr>
<tr>
<td>$Y \times A \times R \times \text{misclassified } W$</td>
<td>1.9</td>
<td>-0.1</td>
</tr>
</tbody>
</table>

*Percent bias and relative efficiencies of relative risk estimators (in comparison with a case-control design) for various two-phase schemes, based on 10,000 simulations. Each repetition samples 500 cases and 500 controls.† $Y =$ outcome, $A =$ region, $G =$ gender, $R =$ race, $W =$ binary low birth weight ($<2,500$ g) indicator.
Continuous birth weight. The two-phase ecologic design is particularly useful for investigating the association between health outcomes and environmental exposures. In this context, it may be possible to obtain an estimate of the proportion exposed to high concentrations within each area, perhaps by confounder strata such as age, gender, race, and socioeconomic indices. This may be achieved by first modeling a concentration surface (29) and then using finer geographic information within each area (e.g., census blocks) to estimate the fractions of different demographic groups who are above or below a concentration threshold. In phase 2, one may then sample individuals to obtain more accurate exposure measures at residential addresses. An important aspect is that the proportions exposed (in the phase 1 data) can be error-prone; the benefits of two-phase sampling when a surrogate exposure is available have been demonstrated in other contexts (30). To summarize the approach, we assume the existence of a discrete exposure and stratify by this variable in phase 1, before measuring a continuous version in phase 2.

We consider two situations: the first in which the phase 1 binary exposure is accurate and the second in which it is subject to measurement error. For the latter, we consider a hypothetical situation in which measurement error is added to the low birth weight classification that is used in a hypothetical situation in which measurement error is subject to measurement error. For the latter, we consider binary exposure is accurate and the second in which it is error-prone; the benefits of two-phase sampling when the error-prone phase 1 classification is used, as compared with the error-free classification. However, in this setting no bias is introduced, and it is still clearly worthwhile to use the error-prone version.

Returning to the North Carolina example, we assume that individual-level associations are again given by model 1, but with \( W \) now a continuous measure of birth weight. Table 2 provides estimates for this model based on the complete individual-level data.

Again using 500 cases and 500 controls in phase 2, we summarize the percent bias and efficiency over various phase 1 stratifications (with equal samples across the phase 1 stratification) and in situations where both accurate and error-prone measures of low birth weight are available. Results are shown in table 4. The benefits of the two-phase design are again evident; the use of the binary low birth weight information clearly allows efficient estimation by sampling of informative individuals. There is some loss of efficiency when the error-prone phase 1 classification is used, as compared with the error-free classification. However, in this setting no bias is introduced, and it is still clearly worthwhile to use the error-prone version.

Further design considerations

While the results of tables 3 and 4 focus on alternative schemes for defining the phase 1 stratification, a variety of other design considerations can be investigated. Table 5 considers two extensions. Scheme A examines how reducing the phase 2 samples from 500 cases and controls to 200 cases and controls affects efficiency. The reductions are not substantial, which suggests that the two-phase design has benefits even when resources for obtaining individual-level data are limited. In scheme B, we return to case/control sizes of 500, but we now sample individuals in proportion to the phase 1 stratum sizes, rather than taking equal numbers (the standard errors for the “Y only” stratification are equal in table 4 and table 5, scheme B). The efficiencies are very

<table>
<thead>
<tr>
<th>Scheme A( \dagger )</th>
<th>Scheme B( \ddagger )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_p )</td>
<td>( \theta_p )</td>
</tr>
<tr>
<td>( \theta_r )</td>
<td>( \theta_r )</td>
</tr>
<tr>
<td>( \theta_w )</td>
<td>( \theta_w )</td>
</tr>
<tr>
<td>( \theta_{wr} )</td>
<td>( \theta_{wr} )</td>
</tr>
</tbody>
</table>

*Relative efficiencies of relative risk estimators (in comparison with a case-control design) for various two-phase schemes, based on 10,000 simulations.

\( Y \) = outcome, \( A \) = region, \( G \) = gender, \( R \) = race, \( W \) = binary low birth weight (<2,500 g) indicator.

\( \dagger \) Scheme A used 200 cases and 200 controls, equally allocated across phase 1 strata.

\( \ddagger \) Scheme B used 500 cases and 500 controls, allocated in proportion to phase 1 strata.

\( W \) is the binary low birth weight and \( Y \) only stratification are equal in phase 1 stratification sizes, rather than taking equal numbers (the standard errors for the “Y only” stratification are equal in table 4 and table 5, scheme B). The efficiencies are very.
similar to those in table 4, suggesting that, in this setting, efficiency is driven primarily by the choice of the variables used to define $S$, rather than by the specific allocation of samples in phase 2.

**DISCUSSION**

In this paper, we have described the two-phase study design as a means of avoiding the numerous and often severe pitfalls associated with the analysis of ecologic and/or aggregate data. The results of our simulation studies point to the benefits associated with combining the two sources of data, in terms of both bias and efficiency. Rather than supplement an ecologic study with individual-level data, it may be of interest to combine existing individual-level data with external group-level data. Strategies that combine both types of data have been shown to alleviate participation bias and improve efficiency in case-control studies with missing data (31).

When designing a two-phase study, a variety of choices must be made, including the variables which form the basis of the phase 1 stratification, the total numbers of cases and controls sampled in phase 2, and the way in which resources are allocated across phase 1 strata. It is clear that important variables should be used as a basis for the phase 1 stratification. Typically, however, one will not know the appropriate individual-level model and an educated guess will be required. While choosing a nonoptimal set of stratification variables reduces efficiency, the ability of the two-phase design to help overcome ecologic bias is not affected.

An example of an ecologic study for which we believe two-phase sampling could be particularly useful is a study of the association between death from myocardial infarction and magnesium in domestic water in northwestern England (32). In this study carried out by Maheswaren et al. (32), ecologic-level magnesium concentrations were measured in the domestic water supply, with an average of six measurements being taken per water zone (containing up to 50,000 people). The study did not provide evidence to support the protective hypothesis. The main ecologic-bias difficulties arising here were due to the within-zone variability in magnesium levels and confounding factors, particularly socioeconomic status and the water constituents fluoride, calcium, and lead, and the inability to characterize the within-area distribution of magnesium levels across all age, gender, and socioeconomic status strata. In general, the relative risks due to environmental exposures will be in the range of 1.2–1.5 (33), making control for confounding particularly important. For the magnesium example, a two-phase study would sample individual cases and noncases with the potential strata water zone, gender, age, socioeconomic status, and a categorical version of exposure based on measurements taken initially (or on historic data). Magnesium concentrations could be sampled at selected case/noncase residences and be augmented with information on confounding water constituents and individual-level confounders such as smoking. Within the two-phase framework, information on multiple exposures could be collected in phase 2 and incorporated into a single disease model. To fully characterize the joint distribution of exposures and confounders, larger phase 2 sample sizes will be required, particularly if the exposures are highly correlated.

A number of methods have been proposed for combining ecologic- and individual-level data, and our method builds on these approaches. The aggregate data method (2) does not stratify in phase 1, either by outcome or by stratum, although the latter would be possible via the inclusion of stratum-specific intercepts. In a semi-ecologic study, an ecologic exposure is combined with individual-level outcomes and confounders. A two-phase approach is particularly useful for such a study, with the phase 2 data corresponding to stratified sampling of individual exposures.

We have presented the two-phase approach from the perspective of supplementing available ecologic data with individual-level data, but it is also feasible to start with population-based matched case-control data and then add ecologic data, perhaps from the Census Bureau and a disease registry. Thinking of the design in this way emphasizes that the phase 1 and phase 2 data must be comparable; this is straightforward to think about statistically, but in any application it will be complex and require great care. Clearly a population-based case-control study is more amenable to the two-phase design than is a hospital-based study, since the geographic catchment area of the latter will be difficult to determine. An existing cohort provides an alternative sampling frame. It is now common practice to embed case-control studies within a larger cohort. For example, the multicountry European Prospective Investigation into Cancer and Nutrition (1) has provided a population from which numerous case-control studies have been constructed. With two-phase methodology, it is possible to use the data from the complete cohort to inform confounder relations, particularly confounding by geographic area.
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APPENDIX

The likelihood for the two-phase design consists of two components for the phase 1 and phase 2 data, respectively. Following the notation of Breslow and Holubkov (25), the likelihood may be written as

$$
\prod_{i=1}^{J} \prod_{j=1}^{N_{ij}} \Pr(Y_{ij}, {x_{ijk}}) \approx \prod_{i=1}^{J} \prod_{j=1}^{n_{ij}} \Pr(S=j | Y=i)^{N_{ij}}
$$

$$
\times \prod_{i=1}^{J} \prod_{j=1}^{n_{ij}} \prod_{k=1}^{n_{ijk}} \Pr(X = x_{ijk} | Y = i, S = j).
$$

Given a logistic disease model (1), each contribution may be reparameterized into a prospective component for the outcome and a marginal component for the distribution of the explanatory variables (S for the phase 1 data and X for the phase 2 data). Such a reparameterization results in a series of constraints imposed on the parameter space. Under the traditional case-control design, the marginal distribution of the explanatory variables may be ignored, since an ordinary (prospective) logistic analysis yields a solution that satisfies the constraints. In the two-phase setting, this is not the case, and full maximum likelihood requires consideration of the constraints (25). Alternative analyses for the two-phase design, such as weighted likelihood (24) and pseudolikelihood (23), generally ignore the phase 1 and/or phase 2 constraints, yielding inefficient, though still consistent, estimates.