The availability of weekly Web-based participatory surveillance data on self-reported influenza-like illness (ILI), defined here as self-reported fever and cough/sore throat, over several influenza seasons allows for estimation of the incidence of influenza infection in population cohorts. We demonstrate this using syndromic data reported through the Influenzanet surveillance platform in the Netherlands. We used the 2011–2012 influenza season, a low-incidence season that began late, to assess the baseline rates of self-reported ILI during periods of low influenza circulation, and we used ILI rates above that baseline level from the 2012–2013 season, a major influenza season, to estimate influenza attack rates for that period. The latter conversion required estimates of age-specific probabilities of self-reported ILI given influenza (Flu) infection ($P(\text{ILI} \mid \text{Flu})$), which were obtained from separate data (extracted from Hong Kong, China, household studies). For the 2012–2013 influenza season in the Netherlands, we estimated combined influenza A/B attack rates of 29.2% (95% credible interval (CI): 21.6, 37.9) among survey participants aged 20–49 years, 28.3% (95% CI: 20.7, 36.8) among participants aged 50–60 years, and 5.9% (95% CI: 0.4, 11.8) among participants aged ≥61 years. Estimates of influenza attack rates can be obtained in other settings using analogous, multiseason surveillance data on self-reported ILI together with separate, context-specific estimates of $P(\text{ILI} \mid \text{Flu})$.

Estimates of age-specific attack rates of influenza infection can aid in planning a response to an influenza epidemic. They provide information on the age-specific risks of becoming infected and of transmitting infection, which may be used to guide mitigation efforts, such as vaccination and antiviral treatment. However, such estimates are difficult to obtain, as many influenza virus infections are associated with subclinical disease, while acute upper respiratory tract infections can have a variety of etiologies other than influenza virus infection.

Traditional surveillance systems used in many countries to characterize influenza epidemics are 1) sentinel surveillance systems tracking rates of medical consultations associated with influenza-like symptoms and 2) virological surveillance systems reporting subtype-specific influenza positivity rates for influenza among the tested respiratory specimens (1, 2). Those 2 data streams may be combined to form a multiplicative proxy for the influenza epidemic curve (3). However, absolute rates of influenza infection are difficult to estimate from these data streams because of uncertainties about the age- and strain-specific likelihoods of consulting a physician upon contracting an influenza infection, the sensitivity of the laboratory testing of respiratory specimens, and the lack of patient age recording for influenza-positive specimens in many countries, including the United States. Influenza infection attack rates during an epidemic (referring to both symptomatic and asymptomatic infections; hereafter called “influenza attack rates”) can potentially be estimated in a transmission modeling framework calibrated against various data sources.
such as data on contacts between different age strata, data on medical consultations, virological testing of respiratory specimens, etc. (4–6). While such a framework can shed light on additional issues that are not accessible through analysis of surveillance data alone, such as the impact of vaccination and school closures on an epidemic, it may be subject to uncertainties associated with the assumptions used in the modeling approach. Serological surveillance can potentially overcome some of these difficulties; however, it can be costly and has rarely been employed in the United States (7, 8). It has been used mostly in the pandemic context in recent times (9), largely for the estimation of whole-season attack rates, although midyear serological surveys can be profitable for extracting real-time information about influenza attack rates (10). In addition, serological data are imperfect for measuring influenza incidence, particularly among population strata with higher initial titers (11).

We utilized participatory, survey-based data on self-reported symptoms to estimate influenza attack rates. Such data have previously been used to describe trends in influenza circulation (12) and to estimate influenza attack rates based on changes in the frequencies of certain combinations of symptoms among survey participants (13). In this paper, we demonstrate an approach similar to that of Goldstein et al. (13). We considered weekly rates of self-reported influenza-like illness (ILI), defined as the presence of self-reported fever and cough or sore throat, among participants in the Influenzanet surveillance platform in the Netherlands during the 2011–2012 and 2012–2013 influenza seasons. Our goal was to estimate influenza incidence during the 2012–2013 season, a major influenza season, with the 2011–2012 season, a low-incidence season that started late, being used to examine rates of self-reported ILI not associated with influenza. We found (see Web Appendix 1, available at http://aje.oxfordjournals.org/) that weekly rates of self-reported ILI were stable in winter periods of low influenza circulation during the 2011–2012 season (Web Table 1). This stability allows one to define age-specific baseline (noninfluenza) ILI rates in the survey data. Changes in the ILI rates above the baseline level during periods of active influenza circulation, as indicated by the virological data (14), can then be used to gauge influenza attack rates, provided that one has estimates of the probability of self-reported ILI for influenza cases in different age groups. The latter estimates require a separate data source, which in our case consisted of data on reported symptoms of polymerase chain reaction (PCR) influenza-positive household contacts of clinical cases from Hong Kong, China, studies (15–17). In this paper, we present a detailed description of the above inference method, exhibit its results for the Dutch Influenzanet 2011–2013 data, and include a discussion of data needs for performing analogous estimation in other settings.

**METHODS**

**Weekly ILI incidence rates in the surveillance data**

We used data on self-reported symptoms among participants in the Influenzanet surveillance platform in the Netherlands during the 2012–2013 and 2011–2012 influenza seasons. An influenza season is defined as starting in calendar week 47 of a given year and ending in week 20 of the subsequent year. For each season, 4 age-group-specific “main cohorts” (ages ≤19, 20–49, 50–60, and ≥61 years) were defined as the set of persons in each age group who 1) had filled out a report by calendar week 50 and 2) completed reports for at least 50% of the weeks from the date of their first report through week 20 of the subsequent year, with lower thresholds for the number of reports examined in Web Appendix 2 (Web Figures 1 and 2). The week 50 cutoff was chosen because of evidence from virological surveillance data (14) that little influenza had circulated prior to calendar week 51 in either season; different choices might be appropriate in other seasons. There were 379, 3,114, 2,846, and 2,790 participants in the 4 main cohorts, respectively, during the 2012–2013 season. For weeks 48–50, the cohorts included only the subset of persons in the main cohorts who had filled out a report by the preceding calendar week (the week of the first report was discarded because of a potential correlation between symptom presence and willingness to join Influenzanet).

For each age group, the ILI prevalence in this cohort, \( \text{ILI}_t \), was defined as the number of self-reported ILI cases in week \( t \) divided by the number of persons in the cohort (not the number of persons filling out a report during that week—see Discussion). Because an ILI episode may overlap with each of a pair of consecutive weeks (see Discussion), we defined ILI incidence in week \( t \), \( \text{ILI}_t \), analogously, except that we removed people from the numerator if they were in their second consecutive week of reporting ILI. In the few cases where people reported ILI for 3 consecutive weeks, we did not remove the third week from the incidence calculation, only the second.

**Probability of reporting ILI for influenza cases**

Because estimates of the age-specific probabilities of self-reported ILI given influenza (Flu) infection, designated \( P(\text{ILI} | \text{Flu}) \), were not available for the Netherlands, we used data on reported symptoms from participants in community-based studies of influenza transmission within households in Hong Kong (15–17) to estimate \( P(\text{ILI} | \text{Flu}) \) for both adults and children. Index cases were recruited from outpatient clinics if they had acute respiratory illness with recent onset, and a rapid influenza test was used to identify cases with influenza for further follow-up. Households of these cases were visited 3 times (with a 3-day interval between visits), and information on respiratory specimens was collected from members of those households regardless of illness. Data on age, symptoms, and measured temperature of PCR influenza-positive household contacts who had reported on their symptoms and temperature for at least 6 days were utilized. People who tested positive for seasonal influenza A/H1N1 were excluded (because of lack of seasonal A/H1N1 circulation in the Netherlands between 2011 and 2013). The remaining data set represented 99 adults (ages ≥18 years) and 64 children (ages ≤17 years).

The presence of self-reported ILI could not be ascertained directly for the Hong Kong household contacts due to lack of information on self-reported fever. Instead, data on recorded
temperature for those household contacts were used, and the probability of reporting fever was related to observed temperature via additional data on the persons who visited outpatient clinics in Hong Kong (2,405 children and 2,139 adults). For those persons, temperature was recorded and the people were independently asked whether they had a recent history of febrile illness at the time of the visit (15, 16). We first stratified the clinic patients who had information on measured and self-reported fever into 22 temperature categories: <36°C, 36°C–36.1°C, . . . , 39.8°C–39.9°C, and ≥40°C. For each category T, the probability of reporting fever in that temperature category, P(Fever|T), was estimated from data on the presence of self-reported fever among clinical cases with measured temperature in the category T.

To estimate P(ILI|Flu) in a given age group, suppose that there are N influenza-positive household contacts in that age group and that CS is the portion who reported cough or sore throat. For each individual i in CS (i ∈ CS), let T_{max}(i) be that individual’s maximal recorded temperature. Then the probability of self-reported ILI given ILI exposure in that age group is estimated as

\[ P(\text{ILI}|\text{Flu}) = \sum_{i \in CS} P(\text{Fever}|T_{max}(i))/N. \] (1)

**Inference of influenza attack rates in the adult cohorts**

We estimated the influenza attack rate (cumulative incidence) between calendar weeks 51 (in 2012) and 15 (in 2013) of the 2012–2013 season in the Netherlands in each adult age group (with youths aged ≤19 years being excluded because of a small cohort size). We first estimated influenza-associated excess ILI above the non-influenza-associated baseline (Base) for the full season as

\[ \text{ILI}_{\text{Flu}} = \sum_{t=\text{week}51}^{\text{week}15} [\text{ILI}(t) - \text{Base}] . \]

Here, the baseline rate of self-reported ILI among non-influenza cases, Base = P(ILI|non-Flu), is assumed to be constant throughout the influenza season and is estimated as the average weekly ILI incidence during weeks 48–5 of the 2011–2012 season:

\[ \text{Base} = \frac{\text{ILI}_{2011-12}(48) + \cdots + \text{ILI}_{2011-12}(5)}{10}. \] (2)

Selection of the above baseline period during the 2011–2012 season was based on virological data (14) which indicated very little influenza circulation prior to week 6 of 2012 in the Netherlands. Sensitivity with respect to the choice of baseline estimate is explored in Web Appendix 3 (Web Table 2).

Using the estimates derived from equations 1 and 2, one can estimate the influenza attack rate (AR), AR_{Flu}, between weeks 51 and 15 in each age group as

\[ \text{ILI}(t) = P(\text{ILI}|\text{Flu}) \times \text{Flu}(t) + P(\text{ILI}|\text{non-Flu}) \times \text{non-Flu}(t) \]
\[ = P(\text{ILI}|\text{Flu}) \times \text{Flu}(t) + \text{Base} \times (1 - \text{Flu}(t)) \]
\[ \Rightarrow \text{Flu}(t) = \frac{\text{ILI}(t) - \text{Base}}{P(\text{ILI}|\text{Flu}) - \text{Base}}. \]

Hence,

\[ \text{AR}_{\text{Flu}} = \sum_{t=\text{week}51}^{\text{week}15} \frac{\text{ILI}(t) - \text{Base}}{P(\text{ILI}|\text{Flu}) - \text{Base}} . \] (3)

We extracted posterior samples for each of the quantities in equation 3 (e.g., weekly population ILI incidence) using the observed counts estimating those quantities (e.g., weekly ILI reports and cohort sizes), binomial likelihoods (and, in the case of P(ILI|Flu), where binning of observed temperatures into 22 categories was used, multinomial likelihoods), and flat priors. We combined those independently extracted posterior samples to obtain a posterior sample of estimates for AR_{Flu} via equation 3 (using the first elements of each sample above, the second elements, etc.), for which the mean values and 95% credible intervals are reported.

Statistical analyses were performed using R, version 2.15.2 (R Development Core Team, Vienna, Austria).

**RESULTS**

Figure 1 shows the probability of self-reported fever, P(Fever|T), at various levels of measured temperature estimated from the Hong Kong clinic data (see Methods section).

Figure 2 shows the probability of self-reported ILI, P(ILI|Flu), for influenza cases in children and adults estimated from the Hong Kong data (equation 1).

Figure 3 shows the weekly ILI prevalence (ILI_{Pr}(t); see Methods section) in the Influenzacet data in the 4 main age groups (≤19, 20–49, 50–60, and ≥61 years) during the 2011–2012 and 2012–2013 seasons. The initial peak of influenza incidence during the 2012–2013 season was dominated by influenza A, followed by a fairly large influenza B peak (see Graphs for The Netherlands, Season 2012/2013 (14), panel 3), which may explain the protracted decline in ILI levels in the age groups 20–49 years and 50–60 years in Figure 3. We also note that for the 2011–2012 season, there seemed to be a good temporal correspondence between the bulk of influenza incidence (Graphs for The Netherlands (14), panel 4) and excess ILI in Figure 3.

Figure 4 shows the course of ILI incidence, ILI(t), and ILI prevalence, ILI_{Pr}(t), by week for the 4 age groups during the 2012–2013 season. Removal of the ILI data from consecutive-week ILI reports results in reductions in ILI incidence of 17.1%, 15.1%, 15.9%, and 15.3%, as compared with prevalence, between weeks 51 and 15 of the 2012–2013 season.
for the age groups ≤19, 20–49, 50–60, and ≥61 years, respectively.

Table 1 shows estimates of the influenza attack rate (ARflu (equation 3)) between weeks 51 and 15 of the 2012–2013 season in the Netherlands for the age groups 20–49, 50–60, and ≥61 years.

**DISCUSSION**

Here we have presented a method for inference of influenza attack rates based on syndromic surveillance data and the assumption that increases in the incidence of self-reported ILI in a defined cohort during periods of known influenza circulation (excess ILI) can be fully attributed to incident influenza cases in the cohort. We chose excess ILI as the correlate of influenza used to estimate influenza incidence in the Dutch Influenzanet data because we found weekly ILI incidence to be stable during periods of low influenza circulation in the winter (Web Appendix 1). We estimated fairly high influenza attack rates in nonelderly adults in the Netherlands during the 2012–2013 season, a season in which influenza A/H1N1pdm, A/H3N2, and B were all circulating actively (14). Those estimates appeared to be noticeably higher than those for the 2009 pandemic in the Netherlands, when incidence was strongly dominated by infections among children (18). In principle, our method can be used to assess influenza attack rates during any period of influenza circulation, not merely the annual attack rate, provided that enough appropriate data exist for such estimation. Real-time information about the impact of an influenza epidemic on different age groups may play a role in promoting extra vaccination efforts, deciding on prioritization strategies for distribution of scarce vaccine (19), emphasize the need for antiviral treatment in different population groups, etc., and we believe that syndromic surveillance data may play a role in obtaining such information.

Defining influenza incidence is not simple. Our methodology was devised to estimate the proportion of individuals in a cohort who would have been PCR-positive for influenza had they (possibly contrary to fact) been swabbed during the week in question. Because we divided the excess proportion with ILI by P(ILI | Flu), our estimate included both those who were asymptomatic and those who were symptomatic but did not have ILI symptoms. The incidence of PCR-detectable influenza is different from (and in particular, probably larger than) the incidence of seroconversion to influenza, especially for people with high initial titers (11). We note in this regard that our estimates of influenza attack rates in adults were somewhat higher than the estimates of seasonal influenza attack rates in adults obtained by Monto et al. (7, 8) using seroconversion as a criterion for infection, with the differences potentially stemming in part from differences in influenza circulation patterns and in part from the aforementioned difference in the definition of infection. Further work is required to understand how PCR positivity for influenza (and viral shedding more generally), symptoms, and seroconversion (all of which can be measured) relate to the key variables in models of transmission dynamics: infectiousness and acquisition of short- (3) or long-term immunity.
Our assumption that the weekly incidence of ILI among noninfluenza cases was stable throughout the winter period is supported by the demonstrated stability of weekly ILI incidence during known low-influenza periods in our data set (Web Appendix 1) and by the fact that ILI incidence in different age groups appeared to return to the initial baseline levels following periods of active influenza circulation (Figure 3). This assumption may or may not hold in other surveillance systems and time periods, and it should be reexamined in other contexts. We also assumed that stability of ILI incidence during low-influenza winter periods implies stability of non-influenza-associated ILI during the same calendar winter periods for high-influenza seasons, such as weeks 51–5 of the 2012–2013 season. This assumption may also be questioned. For example, panel 4 in Graphs for The Netherlands (14) shows apparently higher levels of respiratory syncytial virus circulation between weeks 50–3 during the 2012–2013 season than during the 2011–2012 season, and the impact of this on ILI in the age groups considered is uncertain. However, overall incidence of ILI during the 2011–2012 season, reflecting ILI associated with respiratory syncytial virus and other causes, suggests that excess ILI caused by respiratory syncytial virus in 2012–2013 was limited compared with baseline ILI levels.

We defined ILI incidence (with the second of 2 consecutive ILI reports removed) for inference of influenza attack rates for the following reason: Given that the probability of reporting ILI is relatively low (peaking at 3.9% for the age group 20–49 years at the peak of influenza incidence) and that 2 consecutive influenza episodes in successive weeks are rather unlikely biologically, the probability of having a second independent ILI case during the following week is quite small, and removing consecutive ILI episodes should have largely eliminated double-reporting of the same disease episode.

For the definition of weekly ILI incidence rates, ILI(t), we used whole cohorts rather than the number of survey participants in each week as the denominator. We believe that our definition of ILI(t) is better suited for estimation of ILI attack rates, because Influenzanet participants are asked to list the symptoms they have experienced since their last survey. Thus, participants (particularly those who report frequently enough) are, in principle, expected to report all ILI episodes they have experienced during the study period (even if they did not fill out a survey during certain weeks). Correspondingly, the average number of ILI episodes a cohort member has experienced is expected to be the total number of ILI episodes reported in the cohort (with double-reporting removed) divided by the cohort size, which is the cumulative rate of incidence (attack rate) for ILI(t).

The extent to which Influenzanet participants are representative of the general Dutch population is uncertain. A detailed
A comparison of the Influenzanet cohort with the Dutch population was performed by Friesema et al. (12) and Marquet et al. (20). Certain key parameters (percent working, vaccination coverage, underlying health conditions) in the different age groups were found to be similar for Influenzanet participants and the general Dutch population (12, 20). While the age distributions of Influenzanet participants and the Dutch population are rather different, particularly because of the small number of participants under age 20 years in Influenzanet, we applied our estimation of attack rates to adults aged $\geq 20$ years only and stratified them into 3 age groups, improving upon the correspondence in the age distributions.

Our estimates of the probability of self-reported ILI for influenza cases are limited in several ways. Data on symptoms of influenza cases extracted from relatively small Hong Kong studies (15–17) were applied to the Dutch population. However, the likelihood of self-reported ILI for influenza cases may depend on the reporting population; in addition, the proportion of influenza cases with ILI symptoms may potentially be modulated by climatic conditions (21). We were hesitant to use other published studies of symptoms of influenza cases (7, 8, 22) because of differences in case recruitment, differences in outcome measures, and mismatches in age groups. Because of a relatively small sample size, no more finely age-stratified data on the probability of ILI for adult influenza cases were used. The issue might be particularly problematic for older adults, whose probability of experiencing ILI upon influenza infection may be different from the corresponding probability for nonelderly adults. While the conclusion following from our results that the influenza attack rates among older adults (those aged $\geq 61$ years) were much lower than those for adults aged $\leq 60$ years is probably true, the quantification of the attack rate among older adults in our paper may be questionable. The results shown in Web Appendix 4 suggest that no difference in the probability of reporting ILI for influenza A/H3N2 and pandemic influenza A/H1N1 was detected (Web Figure 3); however, this probability appears lower for influenza B, with additional differences being possible for a

**Figure 4.** Weekly influenza-like illness (ILI) incidence, ILI$(t)$, and prevalence, ILI$^p(t)$, among Influenzanet participants in the Netherlands during the 2012–2013 influenza season, by age group. A) $\leq 19$ years; B) 20–49 years; C) 50–60 years; D) $\geq 61$ years.

**Table 1.** Estimates of the Influenza Attack Rate in Different Age Groups in the Netherlands Between Weeks 51 and 15 of the 2012–2013 Influenza Season

<table>
<thead>
<tr>
<th>Age Group, years</th>
<th>Influenza Attack Rate</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>20–49</td>
<td>29.2</td>
<td>21.6, 37.9</td>
</tr>
<tr>
<td>50–60</td>
<td>28.3</td>
<td>20.7, 36.8</td>
</tr>
<tr>
<td>$\geq 61$</td>
<td>5.9</td>
<td>0.4, 11.8</td>
</tr>
</tbody>
</table>

Abbreviation: CI, credible interval.
finer age stratification, while our estimate was averaged over all of the available data for influenza-positive persons. Finally, we had to relate the probability of self-reported fever in the Dutch data to the measured temperatures in the Hong Kong data through an additional data set on clinical cases whose temperature was measured and self-reported fever was documented. All of this suggests that future estimates of influenza attack rates using syndromic data would benefit from reestimation of the probability of reporting ILI for influenza cases in specific contexts.

Overall, we believe that despite certain limitations, our paper lays down a framework for estimation of influenza attack rates using syndromic surveillance data that could be applied in other settings, providing a tool for characterization of influenza epidemics. The principal ingredient in this approach is weekly syndromic data reported by age-stratified cohorts representative of the general population. Persons in those cohorts should be recruited prior to periods of active influenza circulation (to avoid a bias for participation associated with symptoms), and syndromic data should be available for more than 1 season (to obtain as much information as possible on weekly ILI rates not associated with influenza during various calendar periods). Another ingredient that should improve upon the accuracy of our method is context-specific reestimation of the probability of self-reported ILI for influenza cases.
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