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Cumulative incidence has been widely used to estimate the cumulative probability of developing an event of interest by a given time, in the presence of competing risks. When it is of interest to measure the total burden of recurrent events in a population, however, the cumulative incidence method is not appropriate because it considers only the first occurrence of the event of interest for each individual in the analysis: Subsequent occurrences are not included. Here, we discuss a straightforward and intuitive method termed "mean cumulative count," which reflects a summarization of all events that occur in the population by a given time, not just the first event for each subject. We explore the mathematical relationship between mean cumulative count and cumulative incidence. Detailed calculation of mean cumulative count is described by using a simple hypothetical example, and the computation code with an illustrative example is provided. Using follow-up data from January 1975 to August 2009 collected in the Childhood Cancer Survivor Study, we show applications of mean cumulative count and cumulative incidence for the outcome of subsequent neoplasms to demonstrate different but complementary information obtained from the 2 approaches and the specific utility of the former.
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Abbreviations: CumI, cumulative incidence; KM, Kaplan-Meier; MCC, mean cumulative count; RT, radiation therapy.

In many clinical studies, it is of interest to estimate the cumulative probability of developing an event by a given time. The complement of a Kaplan-Meier (KM) product limit estimate has been widely used to estimate this cumulative probability. However, when there are competing-risk events, which are events that either preclude the occurrence of the event of interest or fundamentally alter its probability of occurrence (1), the method of cumulative incidence (CumI) should be used. The KM method is not appropriate when competing-risk events are present, because it does not distinguish competing-risk events from censoring, which can result in inflated cumulative probability estimates. The CumI method properly removes individuals who had a competing-risk event from the risk set for the event of interest.

The CumI approach estimates the cumulative probability of the first event of interest over time: Subsequent occurrences of the event of interest are not included. When examining the probability of event occurrence within subpopulations of subjects defined by different treatments or other risk factors (i.e., etiological inference), it may be sensible for the analysis to consider only the first occurrence of the event in each subject, particularly if the occurrence of the first event changes the underlying risk and/or biology of the subsequent event (e.g., by treatment).

However, in many studies, the outcome variable of interest is a recurrent event: Each individual in the study may experience the event of interest multiple times over the study period (2). For example, survivors of childhood cancer are at risk of subsequent neoplasms, which can reoccur (3, 4). With the CumI method, survivors who experience recurrent subsequent neoplasms are treated in the analysis the same way as those who experience only 1 subsequent neoplasm, thus underestimating the total burden of subsequent neoplasms in this study population. Other examples of such outcomes...
include hospitalizations, injuries, repeated heart attacks, and fractures in osteoporosis studies. Therefore, when it is of interest to measure the total burden of such recurrent events in a population, we would like a methodology that allows a meaningful summarization of all events that occur in the population, not just the first event experienced by each subject (5–7).

To fully describe the disease burden for recurrent events in the presence of competing risks, we discuss use of a straightforward and intuitive method, hereafter referred to as “mean cumulative count” (MCC), for estimating the average number of events of interest to occur in a member of a population by a given time. The method of MCC is not new, but it has not been used widely in epidemiology. MCC is Nelson’s “mean cumulative function” for the number of events (8) (therefore, the term “mean cumulative count”), specifically acknowledging competing risks that terminate the at-risk status for the event of interest. Cook and Lawless (9) and Ghosh and Lin (10) discussed MCC, including a 2-sample test for comparing MCC in the latter. Our goal here is to give an intuitive description of MCC and illustrate its use in a cohort study.

The organization of this paper is as follows: We will describe MCC, explore the relationship between the MCC estimate and the CumI estimate for the first event, describe the calculation method of MCC with a hypothetical study, illustrate the use of MCC with data from the Childhood Cancer Survivor Study, and close with a discussion regarding some important points that need to be considered when using MCC.

METHODS

Estimation of MCC

Our notation is consistent with that of Gooley et al. (1) who provided an intuitive form and a clear demonstration of the mechanics of the CumI. In contrast to CumI, which is defined as the proportion of a closed population at risk that develops the first occurrence of an event of interest within a given period of time (11), the MCC proposed in this paper refers to the average number of events of interest (first-ever or recurrent) per individual in a population within a given period of time. CumI includes only the first occurrence of the event of interest for each individual and describes the average risk of experiencing at least 1 event in a population, whereas MCC is a summarization of all the events that occur in the population at risk and reflects the burden of the event of interest in a population.

To estimate MCC, we assume there are \( n_0 \) individuals initially at risk in the study. Each individual could experience 3 distinct kinds of events at time \( t_j \) during follow up: 1) occurrence of the event of interest; 2) occurrence of a competing-risk event; and 3) censoring.

The times at which any of the 3 events occur can be ordered as \( t_1 \leq t_2 \leq \ldots \leq t_n \).

We further define the following:

\( e_j \): The number of events of interest occurring at time \( t_j \) (including first-ever or recurrent);

\( r_j \): The number of individuals who experience a competing-risk event at time \( t_j \);

\( c_j \): The number of individuals who are censored at time \( t_j \); and

\( n_j \): The number of individuals who are at risk and under observation in the study beyond time \( t_j \).

In contrast to the usual CumI setting, when measuring the total number of events is of interest, regardless of whether first or later occurrences, individuals can experience the event of interest several times and still remain “at risk” for the event of interest in the study. Thus, individuals can only experience a competing-risk event or censoring outcome once and are removed from the risk set, while those experiencing the event of interest remain in the risk set, which means

\[
n_j = n_0 - \sum_{k=1}^{j} (r_k + c_k),
\]

and the overall KM estimator of survival probability is expressed as

\[
\text{KM}(t) = \prod_{j=1}^{s} \left( 1 - \frac{r_j}{n_{j-1}} \right),
\]

where \( s \) is the largest \( j \) such that \( t_j < t \). This survival probability at a given time is the conditional probability that an individual remains at risk for the event of interest at that time. Because individuals who experienced the event of interest are still at risk of experiencing the event of interest again, they will not affect this survival probability. Given equation 2 of KM(t), the MCC by time \( t \) is defined by

\[
\text{MCC}(t) = \sum_{j=1}^{s} \frac{e_j}{n_{j-1}} \text{KM}(t_j).
\]

The MCC can be interpreted as the expected number of events of interest per person by a given time who have not experienced a competing-risk event or censoring outcome once and are removed from the risk set, while those experiencing the event of interest remain in the risk set, which means

\[
\text{CumI}(t) = \sum_{j=1}^{s} \frac{e_j}{n_{j-1}} \prod_{k=1}^{j-1} \left( 1 - \frac{r_k}{n_{k-1}} \right) \prod_{k=1}^{j-1} \left( 1 - \frac{c_k}{n_{k-1}} \right),
\]

where

\[
n_j^* = n_0 - \sum_{k=1}^{j} (e_k + r_k + c_k).
\]

Note that the notation defined for equations 1–3 also applies to equations 4 and 5, but the follow-up time stops after the individual experiences the first occurrence of the event of interest. Thus, \( e_k/n_{k-1} \) and \( r_k/n_{k-1} \) are the estimate of the hazard
of failure from the event of interest and the competing-risk event, respectively, at time \( t \). Individuals are removed from the risk set after the first occurrence of the event of interest, occurrence of a competing-risk event, or censoring.

Comparison of equations 3 and 4 illustrates a critical difference between MCC and CumI. For CumI, the cumulative probability of the first event of interest depends on survival free of both the event of interest and the competing-risk event. After experiencing the first occurrence of the event of interest, the individual should not remain in the risk set because continued observation of that person will not provide any additional information about the first occurrence of the event. For MCC, however, the survival probability depends only on survival free of a competing-risk event. Because the individual can remain in the risk set after experiencing the event of interest, the number of event occurrences is no longer the same as the number of individuals who experience the event. Therefore, MCC estimates the average number of occurrences of individuals who experience the event of interest.

**Relationship between MCC and CumI**

If we assume that individuals can experience at most \( m \) recurrences of the event of interest and there is no censoring during the study, it is possible to calculate the CumI for the first event occurrence (CumI\(_1\)(\( t \))) and also for the second event occurrence (CumI\(_2\)(\( t \))), and so on, until the \( m \)th event occurrence (CumI\(_m\)(\( t \))). Thus, the total expected number of event occurrences by time \( t \) can be calculated as

\[
\text{CumI}_1(\ t) \times n_0 + \text{CumI}_2(\ t) \times n_0 + \cdots + \text{CumI}_m(\ t) \times n_0. \tag{6}
\]

Therefore, the cumulative total event estimate is equivalent to the sum of CumIs for each incremental number of events, that is,

\[
\text{MCC}(\ t) \times n_0 = \sum_{p=1}^{m} \text{CumI}_p(\ t) \times n_0. \tag{7}
\]

Here, CumI\(_p\)(\( t \)) represents the CumI for the \( p \)th (\( p = 1, 2, \ldots, m \)) occurrence of the event of interest by time \( t \). We can simplify equation 7 as

\[
\text{MCC}(\ t) = \sum_{p=1}^{m} \text{CumI}_p(\ t). \tag{8}
\]

For calculating CumI\(_p\)(\( t \)), we treat only the \( p \)th occurrence of an event as the event of interest: All other aspects of calculating CumI\(_p\)(\( t \)) are identical to those for calculating CumI(\( t \)). After having the \( p \)th event, the individuals would leave the population at risk for the \( p \)th occurrence of event.

For calculating CumI\(_p\)(\( t \)), we further define the following for the \( p \)th occurrence of the event of interest:

- \( e_{pj} \): The number of individuals who experience the \( p \)th event of interest at time \( t_j \);
- \( r_{pj} \): The number of individuals who experience a competing-risk event at time \( t_j \) (before experiencing \( p \) occurrences of the event of interest); and
- \( n_{pj} \): The number of individuals who are under study beyond time \( t_j \) (i.e., have not experienced \( p \) occurrences of the event of interest or a competing-risk event).

Because there are \( n_0 \) individuals initially at risk, we have \( n_{pj} = n_0 \) for all \( p \). Note that \( e_j \) is the number of events of interest by time \( t_j \) regardless of whether it was the first occurrence or not. Therefore, we have \( e_j = \sum_{p=1}^{m} e_{pj} \). The proof of equality in equation 8 is shown in the Appendix.

**ILLUSTRATIVE EXAMPLE**

In the following example of a recurrent event outcome, we show step-by-step calculations of the MCC and further illustrate the relationship between MCC and CumI. We assume that 5 participants were enrolled at the beginning of a study (Figure 1). Subject 1 was alive at the end of the study and was considered censored at \( t_5 \). Subject 2 was lost to follow-up at \( t_4 \) and treated as censored. Subject 3 died from a competing-risk event at \( t_5 \). Subject 4 experienced the event of interest 3 times (at \( t_2, t_6 \), and \( t_7 \)) and was alive at the end of the study. Subject 5 experienced the event of interest once at \( t_3 \) and died at \( t_4(t_5 = t_4) \). While we assumed no censoring above yet have 2 censored observations in this example, these occurred at the beginning and end of follow-up, and their presence does not alter our conclusions.

First, we calculate the overall KM survival probability (Table 1). Note that when the event of interest occurs, it does not change the number of individuals at risk for the next time interval, because these individuals are still at risk for another occurrence of the event of interest. Next, we calculate the mean cumulative count of events per person by time \( t_j \) on the basis of equation 3 (Table 2).

From Table 2, we see that MCC(\( t_6 \)) = 1.0, which means that, by time \( t_6 \), the mean cumulative count of events of interest per person is estimated to be 1.0. In other words, because we have 5 individuals initially at risk, if we have no censoring, we would expect to see the event of interest occurring 5 times during follow-up, regardless of whether it was the first occurrence or not. Because the event of interest was experienced a maximum of 3 times in this example, we need to calculate only CumI\(_1\)(\( t_j \)), CumI\(_2\)(\( t_j \)), and CumI\(_3\)(\( t_j \)), and we illustrate that CumI\(_1\)(\( t_j \)) + CumI\(_2\)(\( t_j \)) + CumI\(_3\)(\( t_j \)) is equivalent to MCC(\( t_j \)) (Table 3).

![Figure 1](image-url)
AN EXAMPLE OF USE IN PRACTICE

Study population

To illustrate the use of MCC and contrast it with the use of CumI, we use the Childhood Cancer Survivor Study, a large cohort study designed to investigate the long-term effects of cancer and therapy among 5-year survivors of childhood cancer. The Childhood Cancer Survivor Study cohort consists of 5-year survivors of childhood cancer diagnosed before the age of 21 years between 1970 and 1986 in one of 26 collaborating pediatric oncology centers. A detailed description of the Childhood Cancer Survivor Study design has been published previously (4, 12). The Childhood Cancer Survivor Study was approved by institutional review boards at the 26 participating centers, and participants provided informed consent.

Childhood cancer survivors are at increased risk for developing subsequent neoplasms following childhood cancer, including subsequent malignant neoplasms, nonmalignant meningioma, and nonmelanoma skin cancers (3, 4). The occurrence of subsequent neoplasms affects cancer survivors’ quality of life, increases health-care service needs, and is a central issue for aging survivors (3, 13). Radiation therapy (RT) has been consistently reported to increase the risk of subsequent neoplasms (3, 14, 15). The MCC methodology that we propose can be used to understand the total burden of subsequent neoplasms among childhood cancer survivors by RT exposure.

Statistical analysis

Specifically, we report MCC and CumI estimates of any type of subsequent neoplasm for a cohort of 12,588 survivors, starting from their entry into the Childhood Cancer Survivor Study cohort (5 years after the original childhood cancer diagnosis) and followed for a total of 244,889 person-years, with a median of 19.9 years of follow-up time (interquartile range, 16.1–24.6 years). We stratified survivors by whether they received RT treatment (RT group) or not (no RT group) in the 5-year period following the childhood cancer diagnosis prior to their entry into the Childhood Cancer Survivor Study cohort. Death from any cause was treated as a competing-risk event for occurrences of subsequent neoplasms, and survivors were censored at the date of last contact.

Among 8,469 survivors who received RT treatment, 1,229 experienced at least 1 subsequent neoplasm, and a total of 2,112 occurrences of subsequent neoplasms were reported after entry into the Childhood Cancer Survivor Study cohort between January 1975 and August 2009. Of the 1,229 survivors with subsequent neoplasms, 840 (68.3%) experienced

Table 1. Calculation of Overall Survival Probability

<table>
<thead>
<tr>
<th>Time Interval</th>
<th>No. at Risk, ( n_{j-1} )</th>
<th>No. Censored, ( c_{j} )</th>
<th>No. of Events of Interest, ( e_{j} )</th>
<th>No. of Competing-Risk Events, ( r_{j} )</th>
<th>Survival Probability up to ( t_{j} ), ( KM(t_{j}-1) )</th>
<th>Overall Survival Probability, ( KM(t_{j}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time 1 - Time 2</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Time 2 - Time 3</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Time 3 - Time 4</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Time 4 - Time 5</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3/4</td>
<td>3/4</td>
</tr>
<tr>
<td>Time 5 - Time 6</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2/3</td>
<td>1/2</td>
</tr>
<tr>
<td>Time 6 - Time 7</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>Time 7 - Time 8</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Abbreviation: KM, Kaplan-Meier.

Table 2. Calculation of Mean Cumulative Count

<table>
<thead>
<tr>
<th>Time Interval</th>
<th>No. at Risk, ( n_{j-1} )</th>
<th>No. of Events of Interest, ( e_{j} )</th>
<th>Probability of Event, ( e_{j}/n_{j-1} )</th>
<th>Survival up to ( t_{j} ), ( KM(t_{j}-1) )</th>
<th>Average No. of Events, ( KM(t_{j}-1) \times (e_{j}/n_{j-1}) )</th>
<th>Mean Cumulative Count, ( MCC(t_{j}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time 1 - Time 2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Time 2 - Time 3</td>
<td>4</td>
<td>1</td>
<td>1/4</td>
<td>1</td>
<td>1/4</td>
<td>1/4</td>
</tr>
<tr>
<td>Time 3 - Time 4</td>
<td>4</td>
<td>1</td>
<td>1/4</td>
<td>1</td>
<td>1/4</td>
<td>1/2</td>
</tr>
<tr>
<td>Time 4 - Time 5</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Time 5 - Time 6</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3/4</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>Time 6 - Time 7</td>
<td>2</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
<td>1/4</td>
<td>3/4</td>
</tr>
<tr>
<td>Time 7 - Time 8</td>
<td>2</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
<td>1/4</td>
<td>1</td>
</tr>
<tr>
<td>Time 8</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Abbreviation: KM, Kaplan-Meier.
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only 1 subsequent neoplasm, and 389 (31.7%) experienced multiple subsequent neoplasms. Among 4,119 survivors who did not receive RT treatment during the same time period, a total of 221 occurrences of subsequent neoplasms were reported among 178 individuals, of whom 147 (82.6%) experienced only 1 subsequent neoplasm and 31 (17.4%) experienced multiple subsequent neoplasms.

Figure 2A shows the estimated MCC curves and 95% confidence intervals calculated by bootstrapping individual survivors using the bootstrap percentile method (16). The MCC analysis with all subsequent neoplasm occurrences reveals that, by 39 years after diagnosis, there would be an average of 0.56 subsequent neoplasms occurring per survivor (MCC = 0.56), or more easily interpreted as an average of 56.0 subsequent neoplasms occurring per 100 survivors in the RT group, compared with 16.1 subsequent neoplasms per 100 survivors in the no RT group (MCC = 0.16). In other words, we would expect to observe more than 1 subsequent neoplasm for every 2 survivors in the RT group compared with less than 1 subsequent neoplasm for every 6 survivors in the no RT group. This result suggests that, 39 years after diagnosis, the number of subsequent neoplasms experienced by survivors who received RT treatment is approximately 3.5 times higher compared with the number experienced by survivors who did not receive RT treatment. Figure 2B shows the estimated CumI curves and 95% confidence intervals that include only the first subsequent neoplasm occurrence for each survivor. It reveals that the probabilities of developing at least 1 subsequent neoplasm 39 years after diagnosis are 0.26 in the RT and 0.10 in the no RT groups. Translated to numbers of subjects with at least 1 subsequent neoplasm per 100 survivors, similar to the above interpretation of MCC, we expect 26 out of 100 survivors to have at least 1 subsequent neoplasm event among the RT-exposed group. Refer to the Discussion section for comments on this MCC curve.

DISCUSSION

To capture the burden of recurrent events in a population occurring within a given time in the presence of competing risks, we discussed the use of MCC in this paper. Herein, we mathematically prove and empirically show the equivalence of the MCC and the sum of CumIs for the incremental number of events experienced within a population.

When analyzing data with recurrent events on the basis of the scientific questions of the study, one should first clearly establish whether the measure of primary interest is either 1) the percentage of people who experience the event of interest at least once or 2) a summary of the total number of events occurring within a population. For the former, CumI can be estimated; for the latter, the proposed MCC would be useful.

An important characteristic of the MCC, which is in contrast to the CumI, is that it is not a probability. The possible range of values for the MCC is not from 0 to 1 (this is the range of CumI that is a probability). Rather, it can be any positive number. This is because we are estimating the mean count of events per member of a certain population rather than the proportion of the population that develops the event of interest. Also, it is not interpretable without specification of the time period to which it applies. This is also true for CumI. Even when applied to the same population size, an average of 2 events per person can reflect a dramatically different burden of disease over a 50-year time period compared with a 1-year time period. From the illustrative example, we can see that a meaningful interpretation can be given as an average of 1 event per every X individuals initially at risk, or an average of Y events per 100 individuals initially at risk. For statistical inference with MCC, including the significance test and confidence intervals, we have easily applied the valid method of bootstrapping individuals (16). Ghosh and Lin (10) derived a 2-sample test.

Differences between MCC and CumI become larger as the repeated occurrence of events is more frequent. As shown in Figure 2 of the Childhood Cancer Survivor Study example, MCC in the no RT group led to a similar estimate as CumI, while they differed appreciably in the RT group. This reflects the more frequent repeated occurrences of subsequent neoplasms in the RT group relative to the no RT group, where few subjects had more than 1 subsequent neoplasm. In addition, the discrepancy between MCC and CumI becomes greater over time. Thus, the CumI analysis that incorporates only the first occurrence of subsequent neoplasms would underestimate the total burden of subsequent neoplasms more severely with longer follow-up time.

For quantifying the incidence of recurrent events, a traditional measure in epidemiology is a “rate” that is defined as the total number of events divided by the total person-time at risk for the event (2). The denominator takes into account the number of individuals in a cohort, as well as the length of time.
For regression analysis, different ways to extend Cox regression to recurrent-event settings have been proposed. For example, Wei et al. (17) proposed a marginal approach to multivariate failure time data with the use of a sandwich-type estimator of the variance-covariance matrix of regression coefficients. Application of this method to recurrent-event settings has been evaluated carefully with a conclusion that it is well justified (18). Refer also to the report by Therneau and Grambsch (19) for a summary of and comparison between different ways of extending Cox regression to recurrent-event settings, including the approach of Wei et al.

Note that MCC is a marginal measure (as opposed to a conditional measure) of disease burden, similar to CumI, and its interpretation is not conditional on survival free of competing-risk events (20). Also, MCC does not assume independence between the event of interest and the competing-risk events (9, 10). Thus, in our example from the Childhood Cancer Survivor Study, MCC is applicable to the situation where the event of interest (subsequent neoplasm) and the competing-risk event (death) are certainly correlated.

In real data analyses, censoring is common. While we assumed no censoring in providing the intuitive explanation of MCC as the sum of CumIs, it is pertinent to discuss what happens with censoring. Suppose there are 3 subjects who each develop 1 event of interest at times $t_1$, $t_2$, and $t_3$, respectively, with no censoring. The observed average number of events per subject by time $t$ ($t > t_3$) is 1.0, where the average goes up by one-third at $t_1$, $t_2$, and $t_3$. This is the estimate of MCC, and also that of CumI, at $t$. Now consider a different scenario where the subject who had an event at time $t_1$ was subsequently censored before time $t_2$. The estimate of MCC will go up by one-half, not one-third, at $t_2$ because the subject with an event at $t_1$ has been censored (i.e., assumed to have the same event processes as the other 2 who remained under study after the censoring time) and 1 event occurred in the 2 subjects under study at risk at $t_2$. Note that CumI does not change by censoring after an event occurrence. Thus, censoring increases the height of each jump of MCC estimates at subsequent event occurrences.

In some cases, the sum of CumIs rather than MCC estimates may be of interest. In fact, the MCC curve we presented in the Childhood Cancer Survivor Study above is the sum of CumIs. The sum of CumIs distinguishes the order of events within a person, while MCC considers all events to be exchangeable. Since a second cancer treatment may affect the risk of third and subsequent cancers, we felt that the sum of CumIs was more appropriate in the example. The sum of CumIs does, however, take censoring into account: It does so differently from MCC. Specifically, if a subject was censored after his/her $p$th event before the $p + 1$th event, this censoring will increase the height of the jumps of MCC estimates at every subsequent event occurrence by any subject, regardless of the number of events that individual had already experienced. For the sum of CumIs, however, this censoring will increase the jumps of CumI($p + 1$), CumI($p + 2$), CumI($p + 3$), . . . , but not those of CumI($p + 1$), CumI($p + 2$) at subsequent event occurrences. This also implies a precise condition where a censoring event does not make MCC and the sum of CumIs different: When a censoring event occurs after all subjects have experienced their $p$th event but contributed by each individual. Rate reflects the fundamental force of all events of interest occurring in a population, and it can rise or fall with time. This is different from the MCC in this paper, as the denominator of MCC depends only on the number of individuals at risk. MCC reflects the average burden of the event of interest in a population, and it is a cumulative measure that cannot decrease with the length of the risk period.
before any subject experiences his/her \((p + 1)\)th event for a natural number \(p\), then this censoring will cause no difference between MCC and the sum of CumIs.

Finally, the MCC provides an additional approach for describing the occurrence of an outcome that can occur more than once during the period of observation. We do not propose that the MCC should replace other metrics such as the CumI, standardized incidence ratio, or absolute excess risk in describing the occurrence of an outcome. Rather, the MCC provides a new dimension, which reflects a total burden of the event of interest within a population. We provide a computation code of MCC with an illustrative example at https://ccss.stjude.org/resource/tools.

**Note added in proof:** After initial online publication of this article, we noted that a key assumption pertaining to the mathematical proof presented in the Appendix was missing. The proof showed that the sum of cumulative incidence and the mean cumulative count method were identical. We have now incorporated the assumption into the proof and have added an explanation to the text on how the 2 methods differ and on the use of each method when the assumption is not met.
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(Appendix follows)
APPENDIX

Proof of Equality in Equation 8

We assume that there are \( n_0 \) individuals initially at risk in the study. Each individual could experience 3 distinct kinds of events at time \( t_j \) during follow-up: 1) occurrence of the event of interest; 2) occurrence of a competing-risk event; and 3) censoring. However, we assume no censoring here.

The times at which any of the events occur can be ordered as \( t_1 \leq t_2 \leq \ldots \leq t_n \).

Individuals could experience the event of interest (outcome 1 above) multiple times and remain in the study. However, they can experience outcome 2 or 3 only once. We further define the following:

- \( e_j \): The number of events of interest at time \( t_j \) (first ever or recurrent);
- \( r_j \): The number of individuals who experience a competing-risk event at time \( t_j \); and
- \( n_j \): The number of individuals who are at risk and under observation of the study beyond time \( t_j \).

If we assume that an individual can experience at most \( m \) times of the recurrent event in the study, for the \( p^{th} \) \( (p = 1, 2, \ldots, m) \) occurrence of the event of interest:

- \( e_{pj} \): The number of individuals who experience the \( p^{th} \) event of interest at time \( t_j \);
- \( r_{pj} \): The number of individuals who experience a competing-risk event at time \( t_j \) (before experiencing \( p \) occurrences of the event of interest); and
- \( n_{pj} \): The number of individuals who are under study beyond time \( t_j \) (i.e., have not experienced \( p \) occurrences of the event of interest or a competing-risk event).

For calculating \( \text{CumI}_p(t) \), we treat only the \( p^{th} \) occurrence of the event as the event of interest. The population at risk for the \( p^{th} \) occurrence of the event would consist of those individuals who have had the \((p - 1)^{th} \) occurrence of the event of interest, and after having the \( p^{th} \) event, the individuals would leave the population at risk for the \( p^{th} \) occurrence of the event.

Because there are \( n_0 \) individuals initially at risk, we have \( n_{p0} = n_0 \). Note that \( e_j \) is the number of events of interest by time \( t_j \), regardless of whether it was the first occurrence or not; therefore, we have \( e_j = \sum_{p=1}^{m} e_{pj} \).

Now, we want to mathematically prove that the MCC at time \( t \) is equivalent to the sum of \( \text{CumI}_p(t) \)s, such that

\[
\text{MCC}(t) = \sum_{p=1}^{m} \text{CumI}_p(t).
\]

Here, \( \text{CumI}_p(t) \) represents the CumI for the \( p^{th} \) \( (p = 1, 2, \ldots, m) \) occurrence of the event of interest by time \( t \).

On the basis of the formula for calculating MCC(t) and CumI(t), we have

\[
\text{MCC}(t) = \begin{cases} 
0 & \text{if } s = 0 \\
\frac{e_1}{n_0} & \text{if } s = 1 \\
\frac{e_1}{n_0} + \sum_{j=2}^{s} \frac{e_j}{n_{j-1}} \prod_{k=1}^{j-1} \left( 1 - \frac{r_k}{n_{k-1}} \right) & \text{if } s \geq 2
\end{cases}
\]

and

\[
\sum_{p=1}^{m} \text{CumI}_p(t) = \begin{cases} 
0 & \text{if } s = 0 \\
\sum_{p=1}^{m} \frac{e_{p1}}{n_{p0}} = \frac{e_{11}}{n_{10}} & \text{if } s = 1 \\
\sum_{p=1}^{m} \frac{e_{p1}}{n_{p0}} + \sum_{p=1}^{s} \sum_{j=2}^{m} \frac{e_{pj}}{n_{p(j-1)}} \prod_{k=1}^{j-1} \left( 1 - \frac{r_{pk}}{n_{p(k-1)}} \right) \prod_{k=1}^{j-1} \left( 1 - \frac{e_{pk}}{n_{p(k-1)}} \right) & \text{if } s \geq 2
\end{cases}
\]

where \( s \) is the largest \( j \) such that \( t_j < t \).

Mathematical induction is applied for the following proof.

Basis step: When \( s = 1 \), because \( e_{11} = e_1 \) and \( n_{10} = n_0 \), we have \( \text{MCC}(t) = \sum_{p=1}^{m} \text{CumI}_p(t) \).

Inductive step: We assume that the equation holds for \( s = i \), which means \( \text{MCC}(t_i) = \sum_{p=1}^{m} \text{CumI}_p(t_i) \). For \( s = i + 1 \), we have

\[
\text{MCC}(t_{i+1}) = \text{MCC}(t_i) + \frac{e_{i+1}}{n_i} \prod_{k=1}^{i} \left( 1 - \frac{r_k}{n_{k-1}} \right)
\]
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\[ \sum_{p=1}^{m} \text{CumI}(t_{i+1}) = \sum_{p=1}^{m} \text{CumI}(t_{i}) + \sum_{p=1}^{m} \frac{e_{p(i+1)}}{n_{pi}} \prod_{k=1}^{i} \left( 1 - \frac{r_{pk}}{n_{p(k-1)}} \right) \prod_{k=1}^{i} \left( 1 - \frac{e_{pk}}{n_{p(k-1)}} \right). \]

By definition,

\[ n_{pi} = n_{i} \times P (\text{being at risk for } p\text{th event at } t = i | \text{being at risk for an event at } t = i). \]

The above conditional probability can be calculated by

\[ \prod_{k=1}^{i} \left( 1 - \frac{r_{pk}}{n_{p(k-1)}} \right) \prod_{k=1}^{i} \left( 1 - \frac{e_{pk}}{n_{p(k-1)}} \right) \prod_{k=1}^{i} \left( 1 - \frac{r_{k}}{n_{k-1}} \right). \]

Because \( e_{i+1} = \sum_{p=1}^{m} e_{p(i+1)} \) and \( \text{MCC}(t_{i}) = \sum_{p=1}^{m} \text{CumI}_{p}(t_{i}) \), we can show that \( \text{MCC}(t_{i+1}) = \sum_{p=1}^{m} \text{CumI}_{p}(t_{i+1}) \).

In summary, we conclude that the MCC is equivalent to the sum of the CumIs for incremental numbers of events in the population.