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ABSTRACT

Motivation: An important object in the analysis of high-throughput genomic data is to find an association between the expression profile of functional gene sets and the different levels of a group response. Instead of multiple testing procedures which focus on single genes, global tests are usually used to detect a group effect in an entire gene set. In a simulation study, we compare the power and computation times of four different approaches for global testing. The applicability of one of these methods to gene expression data is demonstrated for the first time. In addition, we propose an algorithm for the detection of those genes which might be responsible for a group effect.

Results: We could detect that the power of three of the approaches is comparable in many settings but considerable differences were detected in the computation times. Our proposed gene selection algorithm was able to detect potentially effect-causing genes in artificial sets with high power when many genes were altered with a small effect, while classical multiple testing was more powerful when few genes were altered with a large effect.

Availability: An R-package called ‘RepeatedHighDim’ which implements our new global test procedures is made available from http://cran.r-project.org/.
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1 INTRODUCTION

A typical problem in genomic analysis is the comparison of gene expression levels recorded by DNA microarrays in two distinct groups of patients, for example therapy responders or non-responders. Usually, the comparison comprises the search for differentially expressed genes by means of multiple hypothesis testing (Dudoit et al., 2003), potentially resulting in a list of significant genes. Multiple testing procedures conduct a statistical test for each single gene and adjust the resulting significant genes. Thus, the method avoids long computation times and does not require a large working space. Under the null hypothesis, the test statistic has, asymptotically, a normal distribution. However, for small sample sizes a permutation test is provided and recommended. Rocke et al. (2005) proposed a test that is based on the distribution of a group test when many genes within a group are just slightly differential but none of them is significant in an individual gene test by itself.

Many approaches for gene set enrichment analysis exist. In principle, they can be grouped in two different categories: (i) approaches that perform the individual significance test for each gene first and then test for enriched gene sets based on either a cutoff (Beißbarth and Speed, 2004) or on the gene order (Mootha et al., 2003). (ii) Approaches that perform a global test for each gene set directly. In principle, these different categories test completely different null hypotheses and are appropriate for different biological questions. A more detailed categorization and discussions about the utility of these approaches can be found in Pavlidis et al. (2004), in Draghici (2007) and in Goeman and Bühlmann (2007). Here we will focus on the latter global test approaches. In particular, the purpose of this article is first to compare different global test methods for functional gene sets in two-group designs, and secondly to provide a method for detecting those genes (of a functional set) which might be responsible for a detected group effect.

A first suggestion for global testing in microarray experiments was given by Simon et al. (2003) who use a permutation-based approach in order to deal with the high dimensionality of gene expression data. Goeman et al. (2004) developed a global test (‘GlobalTest’) using a logistic regression approach, where the dichotomous response Y ∈ {1,2} represents two clinical or biological groups and genes are the predictors. They study thus the hypothesis that the phenotype is independent from the gene expression X, i.e. H0: P [ Y | X ] = P [ Y ], where X ∈ ℝd × n, n ≪ d, is the matrix of normalized gene expression levels with d genes and n samples. The test statistic of this method employs the low-dimensional (n × n) covariance matrix between the samples instead of the large (d × d) covariance matrix between the genes. Thus, the method avoids long computation times and does not require a large working space. Under the null hypothesis, the test statistic has, asymptotically, a normal distribution. However, for small sample sizes a permutation test is provided and recommended. Rocke et al. (2005) proposed a test that is based on the distribution of
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In this section, we first give an illustration of the

RepeatedHighDim method. Next, we specify the settings of the simulation study and specify the algorithm for detecting the effect causing genes. Finally, the data example of patients with colorectal cancer is presented. All analyses were done with the free software R (version 2.8, http://www.r-project.org). The R-packages 'gholtest', 'GlobalAncova' and 'RepeatedHighDim' were employed for calculating the associated methods in the simulation study and to analyze the cancer data.

2 METHODS AND DATA

In this section, we first give an illustration of the RepeatedHighDim method. Next, we specify the settings of the simulation study and specify the algorithm for detecting the effect causing genes. Finally, the data example of patients with colorectal cancer is presented. All analyses were done with the free software R (version 2.8, http://www.r-project.org). The R-packages 'gholtest', 'GlobalAncova' and 'RepeatedHighDim' were employed for calculating the associated methods in the simulation study and to analyze the cancer data.

2.1 Repeated measures models

The procedure described by Brummer (2009) is based on the idea of Box (1954) who suggested a scaled \( t \)-distribution to approximate numerator and denominator of the classical ANOVA statistic. In particular, Brummer (2009) provides two models. The first model is a simple repeated measures model which can be used in the case of microarray data for comparing paired observations (design A), e.g. tumor and mucosa samples from the same patients. The second model is a repeated measures model involving the comparison of two independent groups (design B), e.g. therapy responders with non-responders.

In design A, the contrast matrix \( H \) is given by \( P_0 = I_{1} - \frac{1}{2} J \), with \( I_{1} \) being the \((d \times d)\) identity matrix and \( J \) being the \((d \times d)\) matrix with all elements equal to 1. This leads to the following test statistic

\[
F_0 = \frac{\bar{Z} \bar{Z}' / n \Sigma_1}{\bar{Z} \bar{Z}' / n \Sigma_1}
\]

where \( \bar{Z} = \frac{1}{n} \sum_{i=1}^{n} Z_i \) and \( T = \bar{Z} \bar{Z}' / (n \Sigma_1) \) and \( \Sigma_1 \) is the sample covariance matrix of \( Z_0 = TD \). The symbol \( (\cdot) \) denotes a g-inverse. Box (1954) showed that \( F_0 \) is approximately \( \chi^2 \)-distributed with 1 degree of freedom, where

\[
F_0 = n \sum_{i=1}^{n} \frac{(X_i - \bar{X})' (X_i - \bar{X})}{n \Sigma_1}
\]

for \( n \) observations are analyzed, where \( X_0 \) denotes the normalized expression values of gene \( j \) in the tissue sample \( i \) of individual \( k \). The hypothesis test is performed

\[
H_0: \mu = \mu_0, \quad \text{where} \quad \mu = \frac{1}{n} \sum_{i=1}^{n} \mu_i.
\]

Like Box (1954), who suggested a scaled \( t \)-test is performed

\[
|t| = \frac{1}{\sqrt{n \Sigma_1^{-1}}} (X - \bar{X})
\]

and where \( \Sigma_1 \) equals the trace of the \((n \times n)\)-matrix \( \bar{Z} \bar{Z}' / (n \Sigma_1) \) as well as unequal covariance matrices are allowed in this model. To compare the two groups with regard to a global group effect, one tests the hypothesis \( H_0: \mu = 0 \) by using the test statistic

\[
F_N = \frac{(Z_1 - Z_2)' (Z_1 - Z_2) / n \Sigma_1}{\Sigma_2}
\]

where \( \bar{Z}_i = \frac{1}{n} \sum_{k=1}^{n} Z_{ik} \) and with \( \Sigma_2 = \frac{1}{n} \sum_{k=1}^{n} (Z_{ik} - \bar{Z}_i) (Z_{ik} - \bar{Z}_i)' \) being an estimate of \( \text{Cov}(Z_1 - Z_2) \). Here, \( \bar{Z}_i = \frac{1}{n} \sum_{k=1}^{n} Z_{ik} \) is an estimate of the covariance matrix of \( Z_0 = \bar{X} \), where \( T = \bar{Z} \bar{Z}' / (n \Sigma_1) \). The hypothesis matrix \( H \) has the same form as in design A. Under \( H_0 \), the statistic \( F_N \) has, approximately, a \( F \)-distribution with \( f_1 \) and \( f_2 \) degrees of freedom, where

\[
f_1 = \sum_{i=1}^{n} (X_i - \bar{X})' (X_i - \bar{X}) / n \Sigma_1
\]

and

\[
f_2 = \sum_{i=1}^{n} (X_i - \bar{X})' (X_i - \bar{X}) / n \Sigma_2
\]

The technical details on the estimation of the traces in \( F_N \) and \( f_1 \) are found in Brummer (2009).

Besides the above two designs, other, more general hypotheses (with different contrast matrices \( H \)) can be tested with this method. In addition, this method is also valid for any arbitrary positive definite covariance matrix (Ahmad et al., 2008).

2.2 Simulation study

At first, we applied the four global test approaches on simulated gene expression data with \( f \) genes and sample sizes \( n_1 = n_2 = 20 \) for the two groups. The expression levels were drawn from multi-normal distributions with mean vectors \( \mu_1 = 0 \) for group 1 and \( \mu_2 \) for group 2, where the
entries of $\mu_2$ decreased evenly from $k$ to 0 in order to represent different effects. Thus, the group differences stored in $\mu_2$ were $\{\frac{1}{k}, \frac{2}{k}, ..., \frac{k}{k}\}$. For computational simplicity, the effects represented by $\mu_2$ were generated in a decreasing order, just to simulate that there are effects of different sizes, where the order is of no further relevance. The parameter $k$ can be seen as the common log2 fold change ($k=1$ corresponds to a 2-fold increase of expression levels). Under $H_0$, where $k=0$, the mean vectors are the same.

Three different types of covariance matrices $\Sigma$ were simulated: (i) a block structure, (ii) an autoregressive structure and (iii) an unstructured one. The block-type covariance matrices were constructed such that in each block of 20, the genes had a covariance of 0.5 and all other genes had a covariance of zero. In the autoregressive covariance matrix, the covariance for genes $j$ and $j'$ ($j' = 1, ..., d, j' \neq j$) was constructed by $0.5^{(j'-j)/11}$. To generate the elements for the unstructured covariance matrices, a sample from the standard normal distribution was drawn. The absolute values of this sample were taken as covariances. In order to account for different variances of the genes, the diagonal elements of $\Sigma$ in group 1 were increased evenly from 1 to 2. In group 2, the variances increased from 1 to 2 + $h$. Thus, both groups had the same variances under $H_0$, while group 2 had larger variances under the alternative.

The above setting was also performed with $d = 200$ and $d = 1000$ genes, respectively, to assess the impact of the dimensionality onto the power and the attained $p$-value. As an extreme example, we further simulated groups of different samples sizes, i.e. with $n_1 = 20$ and $n_2 = 40$, or vice versa. Thus, in one case, the larger group had the smaller variances, while in the other case, the smaller group had also the smaller variances.

All simulations were performed with 1000 runs and the number of rejected null hypotheses was counted for assessing the power in each run. Null hypothesis was rejected at a significance level of $a = 0.05$.

### 2.3 Detection of potentially effect-causing genes

When having detected a group effect, it is interesting to know which of the genes are responsible for this effect. We, therefore, propose the following algorithm for detecting these genes. Assume the columns of the data matrix $X$ represent samples and the rows represent the genes.

1. For $j = 1, ..., d$: calculate the test statistic of the desired global test procedure when gene $j$ is omitted. (Omitting a gene with no effect would not change the value of the test statistic much, while omitting a gene with a large effect will diminish the value of the test statistic.)
2. Order the rows of the data matrix by increasing size of the test statistic associated with each omitted row.
3. For $j = 1, ..., d'$, $d' \leq d$: calculate again the global test and remove thereafter the top row of the data matrix.

The algorithm stops in step three when the global test fails to be significant, i.e. when all effect-causing genes have been removed from the data matrix.

We evaluated the performance of this algorithm in combination with RepeatedHighDim again in simulation studies. In each of 100 simulation runs, the data sets consisted of expression levels of $d = 200$ genes in 20 samples per group (i.e. $n_1 = n_2 = 20$). Expression levels were drawn from multivariate normal distributions with mean vectors $\mu_1$ and $\mu_2$ and the same covariance matrix $\Sigma$ in both groups. In particular, the above detailed block-type matrix was employed here. The mean vector for group 1 was $\mu_1 = 0$ in all datasets, while $\mu_2$ represented different alterations in group 2. In particular, we altered either 2.5 or 75% randomly chosen genes by a log fold change $h$.

We use the above given procedure as well as a classical gene-wise testing procedure to detect the altered genes. The classical procedure was the Empirical Bayes (EB) method (Smyth, 2004) combined with a $P$-value adjustment by the method of Benjamini and Yekutieli (2001) to control the false discovery rate (FDR). We evaluate the performance of the procedures by determining the portion of true positive findings (called the average power rate) as well as the portion of false positive findings (i.e. FDR).

### 3 RESULTS

#### 3.1 Simulated level

In all simulation settings, a similar scheme regarding the maintenance of the prespecified significance level could be observed (Table 1). In detail, the asymptotic results of GlobalAncova and GlobalTest were too liberal and too conservative, respectively, when block-type and autoregressive covariance matrices were simulated. In addition, the failure of these two asymptotic tests became even more pronounced when the dimension was increased, i.e. when a higher number of genes was simulated. Under the unstructured covariance matrices, the asymptotic results of the two approaches maintained the prespecified level of 5% clearly better. GlobalAncova and GlobalTest maintained the level also very well when their permutation result was used. RepeatedHighDim behaved very well, too, yielding simulated levels between 41% and 68%. In all simulations, the ToTS procedure was much to liberal yielding simulated levels about 45% for block-type and autoregressive covariance matrices and between 83.6% and 93.9% for unstructured covariance matrices. The different settings of sample sizes did not seem to have a relevant effect on the attained level. In particular, no difference could be observed between the cases of balanced and unbalanced sample sizes.

Because ToTS did not maintain the prespecified level, it was excluded from the further analyses.

#### 3.2 Power assessment

Like in the level simulations, the results of the power study were quite similar across the different settings. When looking at the asymptotic results of GlobalTest and GlobalAncova, the latter one yielded the higher power. The power of RepeatedHighDim was always between those of the two competitors (Fig. 1). If, instead, the permutation results of GlobalTest and GlobalAncova were used, the power curves of these two approaches shifted approximately to that of RepeatedHighDim (Fig. 2). We observed this tendency in all simulation settings.

In all settings, the largest power was achieved when the block-type or the autoregressive matrices were simulated. The power resulting under unstructured covariance matrices was clearly smaller (Fig. 3). However, the behavior of the three global tests to each other is nearly the same as described in the first paragraph under the different covariance matrices.
Table 1. Simulated levels for the four test procedures in different simulation settings ($N=1000$ simulations, samples sizes $n_1$ and $n_2$, number of genes $d$, prespecified significance level: 0.05)

<table>
<thead>
<tr>
<th>Covariance matrix</th>
<th>Sample sizes</th>
<th>Number of genes</th>
<th>GlobalAncova</th>
<th>GlobalTest</th>
<th>Repeated-HighDim</th>
<th>ToTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>asymp. perm.</td>
<td>asymp. perm.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Block structure</td>
<td>$n_1=n_2=20$</td>
<td>$d=200$</td>
<td>0.131</td>
<td>0.042</td>
<td>0.015</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.216</td>
<td>0.061</td>
<td>0.000</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>$n_1=20$, $n_2=40$</td>
<td>$d=200$</td>
<td>0.111</td>
<td>0.049</td>
<td>0.017</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.154</td>
<td>0.044</td>
<td>0.000</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>$n_1=40$, $n_2=20$</td>
<td>$d=200$</td>
<td>0.106</td>
<td>0.042</td>
<td>0.011</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.184</td>
<td>0.054</td>
<td>0.000</td>
<td>0.057</td>
</tr>
<tr>
<td>Autoregressive</td>
<td>$n_1=n_2=20$</td>
<td>$d=200$</td>
<td>0.117</td>
<td>0.041</td>
<td>0.007</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.183</td>
<td>0.036</td>
<td>0.000</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>$n_1=20$, $n_2=40$</td>
<td>$d=200$</td>
<td>0.121</td>
<td>0.055</td>
<td>0.011</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.175</td>
<td>0.048</td>
<td>0.000</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>$n_1=40$, $n_2=20$</td>
<td>$d=200$</td>
<td>0.110</td>
<td>0.052</td>
<td>0.004</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.147</td>
<td>0.047</td>
<td>0.000</td>
<td>0.049</td>
</tr>
<tr>
<td>Unstructured</td>
<td>$n_1=n_2=20$</td>
<td>$d=200$</td>
<td>0.068</td>
<td>0.047</td>
<td>0.049</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.069</td>
<td>0.040</td>
<td>0.038</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>$n_1=20$, $n_2=40$</td>
<td>$d=200$</td>
<td>0.059</td>
<td>0.050</td>
<td>0.051</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.047</td>
<td>0.036</td>
<td>0.037</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>$n_1=40$, $n_2=20$</td>
<td>$d=200$</td>
<td>0.065</td>
<td>0.044</td>
<td>0.051</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>$d=1000$</td>
<td></td>
<td>0.064</td>
<td>0.049</td>
<td>0.053</td>
<td>0.056</td>
</tr>
</tbody>
</table>

In the case of unequal sample sizes, either the smaller or the larger group has bigger variances.

3.3 Evaluation of detection algorithm

We applied the algorithm for the detection of effect-causing genes in combination with $\text{RepeatedHighDim}$ as well as a classical procedure of gene-wise testing on the artificial datasets described in Section 2.4. In addition, we combined our new algorithm with the conservative asymptotic version of $\text{GlobalTest}$. In the case that
only a small number of genes was altered between the two groups and when the effects $\delta$ were large, the classical gene-wise testing yielded a higher average power rate than our new procedure (Fig. 4). For small effects, however, the average power rate of our procedure outperformed that of the classical testing procedure. This gain in power for our procedure is, however, accompanied by a very high FDR, while the classical procedure maintains a prespecified FDR of 5%. Our algorithm in combination with RepeatedHighDim has a little bit larger power rate than the combination with GlobalTest, but with both method nearly the same FDR is observed.

When the number of altered genes was increased, our new procedure nearly approached the average power rate of the gene-wise testing procedure for larger effects $\delta$ also (Fig. 5). Again, the higher power of our procedure is connected to a high FDR. However, there is a small window between $\delta=0.5$ and $\delta=1.0$, where our procedure outperforms the classical gene-wise testing and maintains a prespecified FDR of 5% as well. Again, we could not observe a substantial difference in power rate and error rate between the combination with RepeatedHighDim and that with GlobalTest.

### 3.4 Analysis of data example

As a proof of concept, we applied the different methods to a real microarray dataset including tumor and normal tissue samples. For the group tests, we used a set of 1747 genes connected to cell proliferation. Since cell proliferation genes are usually highly connected to cancer tissue in comparison to normal tissue and should therefore yield strong positive effects. Indeed, applying GlobalTest (permutation approach), GlobalAncova (permutation approach) and RepeatedHighDim to the colorectal data, a highly significant group effect was detected between tumour and normal samples. Each test yielded $P<0.01$. When searching for potentially effect-causing genes, the EB method with FDR-adjusted $P$-values yielded 199 significant genes, whereas the new detection algorithm identified considerably more effect-causing genes. In detail, the algorithm
Fig. 6. Intersections of potentially effect-causing genes in a cancer dataset for the three different selection algorithms. RepeatedHighDim, GlobalAncova or GlobalTest. A classical multiple testing procedure detected 199 genes, nearly all of them were among these three lists. RepeatedHighDim detected 1439 genes in combination with RepeatedHighDim, 1356 with GlobalAncova and 1358 with GlobalTest. The intersection of these three lists were 1333 genes (Fig. 6). Nearly all (i.e. 196, 196 and 194, respectively) of the 199 genes resulted from the EB method were included in the other result lists.

3.5 Computation times
In order to compare the computation times between GlobalTest, GlobalAncova and RepeatedHighDim, each approach was applied 100 times on the same artificial dataset. The resulting computation times were as follows. RepeatedHighDim: 3 s, GlobalAncova: 29 s (~42 s), GlobalTest: 20 s (~7 s). RepeatedHighDim shows thus the fastest computation time. The calculations were done on a Intel Core2 CPU with 2.1 GHz and 0.99 GB RAM.

4 DISCUSSION
We have compared the attained level, the power and computation times of four different test procedures for global group comparisons in microarray experiments in the case of functional gene sets. Noticeable differences in the attained level and power were especially observed when the asymptotic results of GlobalAncova and GlobalTest were compared to RepeatedHighDim. Within this setting, GlobalTest becomes sometimes too conservative and GlobalAncova too liberal, whereas RepeatedHighDim maintains the preassigned significance level accurately. The permutation results of GlobalAncova and GlobalTest maintained the preassigned level very well, too. The ToTS approach clearly exceeded the prespecified significance level in all simulation settings. Here, we showed only the results of ToTS when applying the one-sample t-test on the set of test statistics. However, the simulated levels were very similar when using the one-sample Wilcoxon test.

We have additionally studied some situations with non-normally distributed data and found that the RepeatedHighDim procedure is quite robust against deviations from the normal distribution, i.e. with regard to maintenance of the preassigned significance level (see Supplementary Material).

Accordingly to the level simulations, the power was largest for the asymptotic result of GlobalAncova and smallest for the asymptotic result of GlobalTest. When using their permutation results, the power curves of these two methods nearly approached that of RepeatedHighDim. Differences in power were also observed for the different types of covariance matrices but neither for different numbers d of genes nor for the different numbers of samples sizes.

The analysis of computation times of the latter three methods yielded that RepeatedHighDim is much faster than the permutation or asymptotic tests performed with GlobalAncova and GlobalTest. This plays a particular role in the proposed detection algorithm where a global test is carried out up to 2 × d times. Under this regard, and with the results of Section 3.5, one can conclude that the selection algorithm takes about 1–2 min in combination with RepeatedHighDim and several more minutes in combination with the two other global test approaches, depending on the size d of the gene set. The asymptotic result of GlobalTest is also obtained very fast but has the drawback of a rather low power. Therefore, RepeatedHighDim is preferable for being combined with the proposed algorithm. This speed comparison is of course only based on the available software. There may be faster implementations possible for each method.

In principle, the introduced algorithm for the detection of effect-causing genes can be applied with all three testing approaches. Although, the average power rate of this new algorithm sometimes outperforms that of classical multiple testing, it has the drawback of too high FDR levels in these cases. We therefore intend, to work further on the improvement of this algorithm. With regard to the power rate of our selection algorithm, one can further argue that researchers perhaps tend to take adjusted P-values for the classical multiple testing approach from the whole dataset and not just from the functional set. In that case, our algorithm would even have a larger power rate in other situations than in those observed in our simulations. An alternative idea was given by Srivastava and Kubokawa (2008) who use Akaike’s information criterion to select components of the mean vector in high-dimensional data.

In this article, we have shown the applicability of the approach proposed by Brunner (2009) to microarray data in the two-group setting. GlobalAncova and GlobalTest provide also the possibility to test other experimental factors. In general, study designs with more than one group factor on two levels can also be tested with RepeatedHighDim by constructing an appropriate contrast matrix H.

While in this article we focused on the comparison of the new models by Brunner (2009) with three of the most popular global test methods, a certain number of other global test approaches exists, which were not included to our simulations. Dina et al. (2007) for example proposed the SAM-GS method which was also compared to GlobalAncova and GlobalTest by Liu et al. (2007) with similar results for the latter two approaches than ours. Another approach, based on Hotelling’s T²-statistic, was proposed by La et al. (2005).
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