Motivation: MicroRNAs have recently emerged as a major class of regulatory molecules involved in a broad range of biological processes and complex diseases. Construction of miRNA-target regulatory networks can provide useful information for the study and diagnosis of complex diseases. Many sequence-based and evolutionary information-based methods have been developed to identify miRNA–mRNA targeting relationships. However, as the amount of available miRNA and gene expression data grows, a more statistical and systematic method combining sequence-based binding predictions and expression-based correlation data becomes necessary for the accurate identification of miRNA–mRNA pairs.

Results: We propose a Lasso regression model for the identification of miRNA–mRNA targeting relationships that combines sequence-based prediction information, miRNA co-regulation, RISC availability and miRNA/mRNA abundance data. By comparing this modelling approach with two other known methods applied to three different datasets, we found that the Lasso regression model has considerable advantages in both sensitivity and specificity. The regression coefficients in the model can be used to determine the true regulatory efficacies in tissues and was demonstrated using the miRNA target site type data. Finally, by constructing the miRNA regulatory networks in two stages of prostate cancer (PCa), we found the several significant miRNA-hubbed network modules associated with PCa metastasis. In conclusion, the Lasso regression model is a robust and informative tool for constructing the miRNA regulatory networks for diagnosis and treatment of complex diseases.

Availability: The R program for predicting miRNA–mRNA targeting relationships using the Lasso regression model is freely available, along with the described datasets and resulting regulatory network, at http://biocompute.bmi.ac.cn/2Zab/alarmnet/. The source code is open for modification and application to other miRNA/mRNA expression datasets.

Contact: zhangcg@bmi.ac.cn

Supplementary information: Supplementary data are available at Bioinformatics online.

Received on April 5, 2011; revised on June 15, 2011; accepted on July 3, 2011.
the miRNA/mRNA duplex, with very limited incorporation of experimental data. The resulting predictions differed widely between methods. Current miRNA target prediction methods are based primarily on systematic target site mutation experiments and adopted the ‘seed pairing’ approach, which could improve the accuracies of the predictions. However, they are still acknowledged to have issues with specificity, and the convergences of the predictions are also unsatisfactory (Rajewsky, 2006; Sethupathy et al., 2006).

It has been suggested that integrating the miRNA and mRNA expression data into the prediction could play an important role in the identification of miRNA targets. A natural thought of using the miRNA/mRNA expression data is to capture the negative correlation relationship between a miRNA and its target mRNA, based on which several methods have been developed recently (Ritchie et al., 2010; Volinia et al., 2010). This marginal approach is intuitive and simple but could identify very few known target pairs (Stanhope et al., 2009). An improvement of the marginal approach is developed using AIC-optimal regression model and Ago expression information (Stanhope et al., 2009). However, like the marginal approach, the AIC-optimal model investigates the miRNA–mRNA relationship individually, failing to consider the effects of multiple miRNAs targeting and their competition in available binding sites (Doench and Sharp, 2004; Kreek et al., 2005; Rajewsky, 2006).

As with transcriptional regulation, an mRNA can be simultaneously suppressed by more than one miRNA (Rajewsky, 2006). Both in vitro experiments (Doench and Sharp, 2004) and the observation that many 3′-untranslated regions (3′-UTRs) had predicted targets for different miRNAs demonstrate that a number of miRNAs act together to regulate a target mRNA (Doench and Sharp, 2004; John et al., 2004; Kreek et al., 2005). Besides, these miRNAs can repress target mRNA to varying orders of magnitude (Grimson et al., 2007; Lim et al., 2005). Features like target site types (Bartel, 2009), target mRNAs abundance (Arvey et al., 2010) and AU-rich nucleotide composition near the site (Grimson et al., 2007; Lim et al., 2005), can affect the efficacies of miRNA repression. Hence, reliable identification of miRNA-target relationship requires consideration of different layers of information, including sequence-based information (Kreek et al., 2005; Lewis et al., 2005), co-regulation of miRNAs, RISC availability (Stanhope et al., 2009) and miRNA/mRNA abundance (Gennarino et al., 2009; Rajewsky, 2006).

In this article, we develop a linear regression model to investigate one miRNA simultaneously regulated by multiple targeting miRNAs using miRNA/mRNA expression data. To control variable number and improve model specificity, the sequence-based predictions are used to determine the initial variables of the model. In particular, we use a Lasso regression algorithm (Tibshirani, 1996) that imposes a constraint on the coefficients, by which the coefficients of false miRNA–mRNA pairs will be set to zero. The central idea of the model is consistent with the nature of different miRNAs coordinately regulating a target mRNA and their potential competition in binding sites (Doench and Sharp, 2004; Kreek et al., 2005; Rajewsky, 2006). We assess the performance of the Lasso regression approach by comparing it with two related identification methods which also use miRNA/mRNA expression data, the marginal miRNA–mRNA comparison method and the AIC-optimal regression method (Stanhope et al., 2009). We find that the Lasso regression model has the following features: (i) this model can recover a larger number of known miRNA–target pairs, especially when compared with the marginal comparison method, while also achieving a significant improvement in identification specificity; (ii) the constraint imposed on coefficients enables the coefficients to reflect the true magnitudes of miRNAs regulation in tissues; (iii) unlike the marginal method and AIC-optimal regression method, the Lasso regression approach can simultaneously evaluate all possible targeting miRNAs of an mRNA in one model, making it a rapid and robust tool to construct the miRNA-target regulatory networks, especially when dealing with cross-platform and high-throughput expression data.

2 METHODS

2.1 Regression modelling

2.1.1 Sequence-based computational prediction. First, sequence-based computational prediction was used to determine the initial variables (miRNAs) in the regression model. Previous comparison of several miRNA target prediction algorithms showed that the overlap between the predictions of TargetScan and PicTar are significantly higher than with any other algorithms (roughly 80-90% identical sites when run on the same dataset of 3′-UTRs) (Rajewsky, 2006). In addition, by comparing the predictions with ∼130 experimentally confirmed miRNA–mRNA regulatory relationships in Drosophila melanogaster, PicTar was found to have higher accuracy and sensitivity than other algorithms. Therefore, in this study, we use TargetScan (Grimson et al., 2007; Lewis et al., 2005) and PicTar (Sethupathy et al., 2006a) to perform the computational prediction. Only those miRNAs simultaneously predicted as targets by these two algorithms are selected to be the initial miRNAs in the model.

Thus, let $y_i$ index the expression level of the $i$-th miRNA, $j$ index the $j$-th Ago protein, $x_{ij}$ represent the expression level of the $k$-th potential targeting miRNA of the $i$-th mRNA simultaneously predicted by TargetScan and PicTar algorithms, $P_i$ represent the number of all potential targeting miRNAs of the $i$-th mRNA and $\epsilon_i$ be a random error term assumed to be normally distributed. The original linear regression model can be written as follows:

$$y_i = \beta_0 + \sum_{k=1}^{P_i} \beta_{ik} x_{ij} + \epsilon_i$$

(1)

2.1.2 Evaluation of Ago expression terms. It has been previously shown that combining RISC and miRNA expression data could reveal more negative relationships between targeting miRNAs and mRNAs (Stanhope et al., 2009). As binding to RISC is essential for the miRNAs to repress target mRNAs and miRNAs tend to bind to the same target sites of RISC (Meister et al., 2004; Schmutter et al., 2006), it is reasonable to assume that concentration changes in the Ago 1, 3, 4 proteins will affect the ability of Ago2 to bind RISC and cleavage target miRNAs. Therefore, we consider each Ago protein and its potential effects on the concentration of target mRNA. Here, we assume that the miRNA levels of the Ago genes are positively related to their protein concentrations. Let $Ago_j$ represent the $j$-th Ago mRNA level, and the regression model with Ago terms can be written as follows:

$$y_i = \beta_0 + \sum_{k=1}^{P_i} \beta_{ik} x_{ij} + \sum_{j=1}^{4} \beta_{ij} A_{ago,j} + \epsilon_i$$

(2)

Because the Ago 1, 3, 4 proteins are all regarded as Ago2’s competitors in binding with RISC, we can merge the expressions of the three proteins into one term, Ago134. This transformation can reduce the number of coefficients and transform model (2) to the following:

$$y_i = \beta_0 + \sum_{k=1}^{P_i} \beta_{ik} x_{ij} + \sum_{j=1}^{4} \beta_{ij} A_{ago,134} + \epsilon_i$$

(3)

To further evaluate the effects of Ago proteins on the regression model, we will apply models (1) and (3) to the same datasets to study the contribution of Ago expression terms to the model performance.
2.2 Variable selection

By analysing the miRNA–mRNA regulatory relationships predicted by TargetScan and PicTar, we found that, on average, one miRNA could be potentially targeted by >50 mRNAs. Given that a considerable portion of the miRNA–mRNA relationships predicted by TargetScan and PicTar may be false positives, selection of initial variables is extremely important for the regression model. The Lasso algorithm is adopted to perform the variable selection procedure by estimating linear regression coefficients through L1-constrained least squares. Specifically, it minimizes the residual sum of squares subject to the sum of the absolute value of the coefficients being less than a constant. Because of the existence of this constraint, the Lasso regression tends to produce some coefficients that are exactly 0 and hence can give robust and interpretable models. Specifically, for regression model (1), the corresponding constrained L1 norm can be given by the following inequality:

$$\sum_{k=1}^{p} |\beta_k^\ast| < t$$  \hspace{1cm} (4)

For regression model (2), the corresponding constrained L1 norm is:

$$\sum_{k=1}^{p} (|\beta_k^\ast| + |\beta_k^\ast_{1:n}|) < t$$  \hspace{1cm} (5)

Thus, if the variables do not indicate the real regulatory relationships of miRNAs and mRNAs, the corresponding coefficients would converge to zero. This problem is equivalent to minimizing the following loss function in a typical Lagrangian form for model (1):

$$\hat{\beta} = \arg\min_{\beta} \frac{1}{2} \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{k=1}^{p} \beta_k x_{ki} \right)^2 + \lambda \sum_{k=1}^{p} |\beta_k|$$  \hspace{1cm} (6)

and for model (3):

$$\hat{\beta} = \arg\min_{\beta} \frac{1}{2} \sum_{i=1}^{n} \left( y_i - \beta_0 - \sum_{k=1}^{p} \beta_k x_{ki} \right)^2 + \lambda \sum_{k=1}^{p} |\beta_k|_{\text{Agg}}$$  \hspace{1cm} (7)

Here, $\lambda > 0$ is a complexity tuning parameter that controls the amount of shrinkage. The larger the value of $\lambda$, the greater the amount of shrinkage. Hence, $\lambda$ should be adaptively chosen to provide an estimate of expected prediction error.

Computationally, the Lasso model represents a quadratic programming problem, which can be tackled by standard numerical analysis algorithms. In practice, we use the R programming language (Ihaka and Gentleman, 1996; Team, 2008) and the ‘lars’ package (Elert et al., 2004) to implement the Lasso regression and variable selection procedure. The basic procedure of the Least Angle Regression (LARS) algorithms in the ‘lars’ package is starting with all coefficients equal to zero and adding variable that currently minimizes the score of the $\ell$-th miRNA based on the rank of its normalized coefficient in the set:

$$\text{RankScore}^\ast = \frac{\text{Rank of miRNA!}}{\text{Number of negative-coefficient miRNAs}} \times 100$$  \hspace{1cm} (9)

When the sample size is especially small (less than or equal to variables number), the Cp statistic cannot be efficiently calculated. In this situation, the multi-run Lasso regression procedure is slightly different from the one described above. Instead of selecting non-zero coefficient variables in the step that minimizes $\text{Cp}$, in each run we only select the variable first entering the model (most correlated with $y$), and remove it from Group II, until the number of variables in Group II is sufficiently small to calculate $\text{Cp}$. Afterwards, the runs are the same as described above.

2.3 Model refinement

In practice, the sample size is usually small; hence, a subset of the true targeting miRNAs cannot be selected by the model in only one run of variable selection. To address this issue, we introduce a complementary improvement by adopting a multi-run Lasso regression procedure and ranking the selected miRNAs by their coefficients. First, we create two groups (I and II) and put all the initial variables in Group II. Then for each run, the Lasso procedure is performed as described above with the variables in Group II, and variables assigned non-zero coefficients are moved from Group II to Group I. This loop stops if all variables in Group I have zero coefficients or if Group I is empty. Next, the negative coefficients of selected variables are normalized, and the miRNAs are ranked according to their coefficients. As the selected coefficients are always negative, stronger regulatory relationships always correspond to greater absolute values and lower ranks. We define the rank score of the $i$-th miRNA based on the rank of its normalized coefficient in the set:

$$\text{RankScore}^\ast = \frac{\text{Rank of miRNA!}}{\text{Number of negative-coefficient miRNAs}} \times 100$$  \hspace{1cm} (9)

2.4 Expression data

Regression model (2) and the variable selection procedure were implemented using data from three studies in which both human mRNA and miRNA expression levels were measured on a set of tissue samples. We used two studies as the same as that used by the AIC-optimal regression method for the convenience of methods comparison. The first study of nasopharyngeal cancer (NPC) by researchers in Madison, WI, USA and elsewhere (Sen Gupta et al., 2006, 2008) derived miRNA and mRNA profiling from 31 NPC and 10 normal tissue samples using the whole genome Affymetrix hgu133plus2 microarrays and custom cDNA arrays. The second study of miRNA expression patterns over a wide variety of tumor and normal tissue types by the Broad Institute (Lu et al., 2005) derived data from 67 tissue samples of 10 different normal and tumor tissue types. Besides, we used the third study of integrative genomic profiling of human PCa conducted by Memorial Sloan-Kettering Cancer Center (MSKCC) (Taylor et al., 2010) derived miRNA and mRNA profiling from 28 normal, 98 primary cancer and 13 metastatic cancer tissues samples using the Affymetrix Human Exon 1.0 ST Array and Agilent Human miRNA microarray 2.0. All the above expression data were carefully parsed and formatted for the analysis of the Lasso regression model.

To identify the significant miRNAs between each group of the MSKCC dataset and measure the fold changes of miRNAs and mRNAs, we employed the Significance Analysis of Microarrays (SAM) algorithm (Tusher et al., 2001) to statistically analyse the expression data. For each analysis, the SAM algorithm calculates the false discovery rates (FDRs) and $q$-value to determine the significance of genes. Details of the SAM analysis results are provided in Supplementary Tables S1–S4.

2.5 Known target pairs

To evaluate the Lasso regression model, we used two sets of known target pairs. One set was collected by Stanhope et al. from the TarBase miRNA target database (Setthaphart et al., 2006a) and has been used to validate the AIC-optimal regression model. All of them had been previously validated through the use of miRNA- and protein-specific techniques such as polymerase chain reaction (PCR), luciferase reporters and immunoblotting and were represented in the Madison and Broad datasets (relationships that were only supported by microarray data were
To evaluate the significance of the miRNA-core modules, we constructed the ROC curves of 100 repeats, the black solid line represents the average ROC curve of model (3), and the gray solid line represents the average ROC curve of model (1). The numbers on the curves are different cut-offs of rank score. All the ROC curves are generated using the ROCR package (Sing et al., 2005) in R.

2.6 Randomization controls

To evaluate the specificity of the Lasso regression method, we applied the method repeatedly to a set of randomized control data and recorded the identification number for each repetition. Because the randomized control miRNA–mRNA pairs cannot guarantee fully excluding of targeting relationships even when known target pairs are rejected from these (it is possible that some miRNA–mRNA pairs are targeting but failed to be predicted by current methods), we constructed the randomized control data by randomly choosing one miRNA from the initial targeting miRNAs set of each regression model and resampling the observed miRNA levels in different tissue samples. The original and resampled miRNA data were then simultaneously put back to the initial miRNA set that is to be applied to the Lasso regression method. For each dataset, we repeated the randomization procedure for 100 times recording the positive identification numbers and the corresponding rank scores. These distributions of rank scores of randomly sampled and validated miRNAs were used to generate the receiver operating characteristic (ROC) curves to examine the performance of rank score in classifying resampled miRNAs and real targeting miRNAs.

2.7 Network module enrichment evaluation

To evaluate the significance of the miRNA-core modules, we constructed 10,000 random networks according to each real network recording the occurrences and the size (number of nodes) of the miRNA-core modules. Each random network has the identical number of miRNAs, miRNAs and the relationships with the corresponding real network. The times that the occurrence of a certain size of module in random networks is not less than that of the real network were used to calculate the P-value of one module in a real network.

3 RESULTS

3.1 Lasso regression model performs better in miRNA-target identification

To evaluate the effect of the Ago expression terms in the models, we first assessed the performances of regression models (1) and (3) in identification of miRNA–mRNA targeting relationships. We used known target pairs and randomized control data to examine the sensitivities and specificities of these two models in three real miRNA/mRNA expression datasets as described in Section 2.4. We repeatedly applied the two models to each dataset for 100 times, and the ROC curves were plotted. As shown in Figure 1, in all three datasets, model (3) performs better than model (1) both on sensitivity and specificity when using 60 as a cut-off. The average areas under the ROC curves (AUCs) of model (3) for the Broad, Madison and MSKCC datasets were 0.75, 0.80 and 0.86, larger than the AUCs of model (1), which were 0.72, 0.70 and 0.78, respectively. This result demonstrates that combining Ago expression with miRNA/mRNA expression data is helpful in improving the model performance on identification of miRNA–mRNA targeting pairs.

We next compared the performance of the Lasso regression model with two other methods of the same type: the marginal comparison method and the AIC-optimal regression model, each of which also use miRNA/mRNA expression data to identify miRNA–mRNA pairs. The Lasso regression model integrates sequence-based prediction information, miRNA co-regulation and RISC availability data; thus, we anticipated it would be able to identify more known miRNA–mRNA pairs. We assessed the performances of these three methods using three expression datasets. As shown in Table 1, of the three datasets, the Lasso regression method (full set of selection) identified a significantly larger portion of known targeting pairs than the other two methods. The mean true detection rate (TDR) of the Lasso model for the three datasets was 43.7%, which is significantly higher than the mean TDRs for the marginal method (14.4%) and the AIC-optimal regression model (26.8%). When only considering the miRNAs whose rank scores were ≥60, a mean TDR of 32.3% across the three datasets is obtained, which is still significantly higher than...
AIC-optimal regression method. This result further demonstrates that the Lasso regression model achieves significant improvements in both sensitivity and specificity for miRNA-targeting pairs.

Thus, it is clear that the Lasso regression model has higher sensitivity in detecting miRNA–mRNA targeting pairs.

We then examined the specificities of these models. Because the Lasso regression model employs $L_2$ coefficient constraints to select variables, we anticipated that it would show higher specificity. We found that, on average, ~61% of non-targeting controls are filtered out by the Lasso regression variable selection procedure through directly setting their coefficients as 0. The ROC plots (Fig. 1) show that the rank score could well distinguish true targeting pairs from the remaining non-zero coefficient control pairs. By accepting the miRNAs whose rank scores were ≥60, the global specificities of the Lasso regression model for rejecting non-targeting control pairs in three datasets were ~86, 86 and 97%. We note that the specificity of the Lasso regression model is outstanding among the three methods; the specificities of the AIC-optimal method, the Lasso regression model is outstanding among the three previous methods of the same type and the marginal method were never >89% (Stanhope et al., 2009) for the same datasets. Thus, it is clear that the Lasso regression model achieves significant improvements in both sensitivity and specificity for miRNA-target identification.

3.2 Constrained coefficients in the Lasso model reflect regulatory efficacies

The Lasso regression model combines multiple potential competing miRNAs in one regression model and imposes a constraint on their coefficients, which can provide more interpretable regression models by filtering out false positives and making the values of coefficients more biologically meaningful. We hypothesize that the constrained coefficients of miRNAs in the Lasso model may reflect their regulatory efficacies in the tissues studied. We tested this hypothesis by classifying the predicted miRNAs based on their target site types, which have been shown to have different levels of regulatory efficacy (Grimson et al., 2007; Nielsen et al., 2007). We considered three major types of miRNA–mRNA target sites: 8mer, 7mer-m8 and 7mer-A1 sites. To conduct reliable verification and control noise, we used the Lasso regression model to predict the targeting miRNAs of the top 100 significant miRNAs from the MSKCC dataset, which has the largest sample size. All the predicted miRNA–mRNA pairs were divided into three groups based on their binding site types: the 8mer, 7mer-m8 and 7mer-A1 groups, which were obtained from the TargetScan database. Overall, we obtained 99 8mer site pairs, 163 7mer-m8 site pairs and 102 7mer-A1 site pairs. Figure 2 shows the notched boxplot of the normalized coefficients distributions in three groups. We found that the mean coefficients of 8mer site miRNAs were significantly higher than those of 7mer-m8 sites ($P = 2.531e-07$) and 7mer-A1 ($P = 6.191e-05$), and the coefficients of the 7mer-m8 site were also significantly higher than those of the 7mer-A1 site ($P = 0.01414$). The statistical significances were calculated using the Mann–Whitney U test. These observations were completely consistent with the characteristics of miRNA binding efficacy described by other groups using array data from miRNA transfection and miRNA/Dicer knockout experiments (Grimson et al., 2007; Nielsen et al., 2007). This result further supports our hypothesis that the coefficients of the Lasso regression model can be used to estimate the regulatory efficacy of miRNA–mRNA targeting pairs.

3.3 Constructing the miRNA regulatory network using the Lasso regression model

Because of the outstanding performance of the Lasso regression model in identifying miRNA–mRNA targeting relationships and reflecting real binding efficiencies of miRNAs in tissue cells, we anticipated that the Lasso regression model could be a promising tool for constructing miRNA regulatory networks. Therefore, we constructed miRNA regulatory networks associated with PCs by analysing the MSKCC dataset with the Lasso model. The tissue samples of the MSKCC dataset were classified into three groups based on their clinical information: normal (28 samples), primaries (98 samples) and metastases (13 samples). Two miRNA regulatory networks were constructed by comparing the normal and primaries groups (also called Stage I of PCs) and the primaries and metastases groups (Stage II of PCs). To make the networks more specific, we

---

Table 1. Performance comparisons among three different methods

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sample size</th>
<th>Marginal comparison (%)</th>
<th>AIC-optimal model (%)</th>
<th>Lasso regression model (%)</th>
<th>Lasso regression model (Rank score ≥60) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broad</td>
<td>77</td>
<td>6/76 (7.9)</td>
<td>20/76 (26.3)</td>
<td>34/76 (44.7)</td>
<td>24/76 (31.6)</td>
</tr>
<tr>
<td>Madison</td>
<td>41</td>
<td>5/99 (5.1)</td>
<td>33/99 (33.3)</td>
<td>37/99 (37.4)</td>
<td>31/99 (31.3)</td>
</tr>
<tr>
<td>MSKCC</td>
<td>139</td>
<td>32/106 (30.2)</td>
<td>22/106 (20.8)</td>
<td>52/106 (49.1)</td>
<td>36/106 (34.0)</td>
</tr>
</tbody>
</table>

---

Fig. 2. Boxplot of the normalized coefficient distribution among three different miRNA–mRNA target types.
Table 2. Enriched modules in the PCa-related miRNA regulatory networks

<table>
<thead>
<tr>
<th>Size</th>
<th>Occurrence</th>
<th>P-value</th>
<th>Hub miRNA</th>
<th>Fold change</th>
<th>KEGG pathway</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>0.0097</td>
<td>hsa-miR-27b</td>
<td>−1.587</td>
<td>Wnt signalling pathway, Pathways in cancer</td>
<td>Schmalhofer et al. (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>hsa-miR-200c</td>
<td>1.801</td>
<td>–</td>
<td>Sun et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>hsa-miR-27a</td>
<td>−1.326</td>
<td>Vascular smooth muscle contraction</td>
<td>Fu et al. (2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>let-7b</td>
<td>1.174</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-30b</td>
<td>1.243</td>
<td>ARVC, HCM, dilated cardiomyopathy</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>0.0002</td>
<td>hsa-miR-29a</td>
<td>−1.108</td>
<td>ECM-receptor interaction, pathways in cancer, small cell lung cancer</td>
<td>Gebeshuber et al. (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-29b</td>
<td>−1.045</td>
<td>ECM-receptor interaction, pathways in cancer, small cell lung cancer</td>
<td>Steele et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-32</td>
<td>2.145</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-98</td>
<td>1.121</td>
<td>Wnt signalling pathway</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-19a</td>
<td>1.632</td>
<td>ARVC, focal adhesion</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>0.0011</td>
<td>miR-19b</td>
<td>−1.466</td>
<td>ARVC</td>
<td>Steele et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-29b</td>
<td>−2.126</td>
<td>Focal adhesion, pathways in cancer, regulation of actin cytoskeleton</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-19a</td>
<td>−1.294</td>
<td>ARVC, focal adhesion</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0.0052</td>
<td>miR-181a</td>
<td>1.692</td>
<td>–</td>
<td>Wang et al. (2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-100b</td>
<td>−1.034</td>
<td>Axon guidance, focal adhesion</td>
<td>Slaby et al. (2010)</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>0.0673</td>
<td>miR-30c</td>
<td>−2.018</td>
<td>Pathways in cancer</td>
<td>Heinzelmann et al. (2011)</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>0.0071</td>
<td>miR-15b</td>
<td>1.347</td>
<td>MAPK signalling pathway</td>
<td>Loayza-Puch et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-16</td>
<td>−1.725</td>
<td>Pathways in cancer</td>
<td>Takeshita et al. (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-27b</td>
<td>−3.477</td>
<td>Pathways in cancer</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-141</td>
<td>1.127</td>
<td>Axon guidance, pathways in cancer</td>
<td>Gregory et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-98</td>
<td>−1.736</td>
<td>Focal adhesion, MAPK signalling pathway</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>miR-30d</td>
<td>1.609</td>
<td>ARVC, HCM, dilated cardiomyopathy</td>
<td>Yao et al. (2010)</td>
</tr>
</tbody>
</table>

The significant KEGG pathways are annotated using DAVID software (Huang da et al., 2009).

only considered the significant miRNAs (fold change ≥1.5, FDR ≤1.0e-06 and q ≤1.0e-06) for each pair of groups. These significant miRNAs were then processed by the Lasso regression procedure to identify the miRNA–mRNA targeting relationships, and only relationships with rank scores ≥60 were chosen to construct the miRNA regulatory networks. The full networks are available in the Supplementary Material.

We found that both networks were enriched with network modules taking miRNA as a regulatory hub when compared with randomized networks and these modules are involved in different biological pathways (Table 2). Figure 3 shows the subnetworks of the miRNA regulatory networks for two stages of PCa. In the subnetworks, we only show the most significant miRNA-hubbed network modules. Interestingly, comparison of the enriched modules in two stages of PCa revealed large differences, with more modules unique to each network than shared between them. For example, 6 of the 10 modules identified in Stage I (Normal versus Primaries) were not identified in Stage II (Primaries versus Metastases), while 7 of 11 modules in the Stage II network were not identified in Stage I network. In addition, the four common modules shared by the two networks also vary greatly in their targeted genes (as shown in Fig. 2). This reflects the great variety of roles that hub miRNAs play in the two stages of PCa.

A recent study (Vallejo et al., 2011) has even demonstrated that hsa-miR-200c, one of the unique hub miRNAs in the Stage I network, could inhibit PCa metastasis by targeting several genes such as ZEB1 that serve as biomarkers for PCa metastasis (Schmalhofer et al., 2009). The significant overexpression of hsa-miR-200c in the Stage I network reveals its important role in the anti-metastasis process of Stage I PCa. Another hub miRNA, hsa-miR-29b, identified in both stages of PCa, was also reported to be associated with PCa metastasis by inhibiting the expression of MMP-2 and COL1A1. Additionally, many other hub miRNAs identified in these two networks have also been reported to be associated with cancer metastasis (Table 2) (Fu et al., 2011; Gebeshuber et al., 2009; Gregory et al., 2008; Heinzelmann et al., 2011; Loayza-Puch et al., 2010; Slaby et al., 2010; Steele et al., 2010; Sun et al., 2010; Takeshita et al., 2010; Wang et al., 2011; Yao et al., 2010).

4 DISCUSSION AND CONCLUSION

In this study, we proposed a Lasso regression model to identify miRNA–mRNA targeting relationships, and we constructed miRNA regulatory networks representing two stages of PCa progression. By comparing our method with two other miRNA-target identification methods using three different datasets, we found that the Lasso regression model has considerable advantages in terms of both sensitivity and specificity. We also note that the regression coefficients in this model can be used to reflect the true regulatory efficacies in living cells, and we verified this hypothesis using the miRNA target site type data. By constructing the miRNA regulatory networks for two stages of PCa, we found that several significant miRNA-hubbed network modules are associated with PCa metastasis. In conclusion, the Lasso regression model is a
very robust and informative tool for constructing complex disease-related miRNA regulatory networks, which could provide useful information for the diagnosis and treatment of complex diseases.

We note that the Lasso regression model performed better when using the MSKCC dataset than when using the other two datasets. One of the possible reasons is that we chose the PCa-associated miRNA–mRNA targeting relationships as the known target pair set. The expression levels of both miRNAs and mRNAs in these pairs were significantly altered in the tissue samples, which can greatly reduce the influence of noise in the data. This indicates that the variable dynamic range of miRNA and mRNA expression levels can affect the accuracy of miRNA–mRNA targeting relationship identification, and it suggests that identification methods based on expression data might be further improved if the rates of change in expression levels were considered.
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