The reality of cancer diagnosis is harsh. Despite continued advances in surgical, pharmacological and radiological treatments, mortality remains high, with lung cancer as the leading cause of cancer-related deaths in the United States (Jemal et al., 2008). One of the primary challenges of lung cancer is the detection of small, early-stage tumors. Most cancers are identified and the tumor is excised when the tumors are discovered, we only observe the final sum of changes of the few genes that initiated cancer and thousands of genes that have influenced. Gene interactions and heterogeneity of samples make it difficult to identify genes consistent between different cohorts. Using gene and gene–product interaction networks, we propose a principled approach to identify a small subset of genes whose network neighbors exhibit consistently high expression change (in cancerous tissue versus normal) regardless of their own expression. We hypothesize that these genes can shed light on the larger scale perturbations in the overall landscape of expression levels.

**Results:** We benchmark our method on simulated data, and show that we can recover a true gene list in noisy measurement data. We then apply our method to four non-small cell lung cancer and two pancreatic cancer cohorts, finding several genes that are consistent within all cohorts of the same cancer type.

**Conclusion:** Our model is flexible, robust and identifies gene sets that are more consistent across cohorts than several other approaches. Additionally, our method can be applied on a per-patient basis not requiring large cohorts of patients to find genes of influence. Our approach is generally applicable to gene expression studies where the goal is to identify a small set of influential genes that may in turn explain the much larger set of genome-wide expression changes.

**Availability:** The code is available at http://morrislab.med.utoronto.ca/~anna/cannet.zip

**Supplementary Information:** Supplementary data are available at Bioinformatics online.
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1 INTRODUCTION

The reality of cancer diagnosis is harsh. Despite continued advances in surgical, pharmacological and radiological treatments, mortality.
individual patient basis achieving great resolution and flexibility. We take a more direct approach for identifying potentially important genes by asking: which genes can explain away the majority of the observed gene expression changes of their neighbors? We use an interaction network that includes both regulatory and physical protein-protein interactions. Using simulated expression profiles, we show that our model can recover genes of influence with high precision and recall under varying levels of noise. We then apply our procedure to four different cohorts of lung cancer patients, and identify candidate genes of influence for each patient in each dataset independently. We find that genes of influence found by our method are more consistent across patients and datasets compared with other approaches, indicating that despite increasing the resolution of our analysis to a per-patient level, our results are not overfitting.

2 METHODS

The ultimate goal of our work is to find a small set of genes that can explain some of the high changes in expression levels observed across a larger set of genes. To tackle this task, we use the information encoded in known gene and gene product interactions, usually represented as a network, which has an edge if there is a direct interaction between gene products A and B, and does not have an edge if there is no known interaction. If all neighbors of A have a high expression change, we hypothesize that node A might have influenced its neighbors to significantly change in cancer compared with normal tissue. We conclude then, that the contribution influence factor of node A should be high if the change in expression levels between cancerous and healthy tissue of its surrounding neighbors are high. Note, that we derived the influence factor of node A without referring to its observed value. This setup allows us to capture changes in target expression due to post-translational modifications, where the change of expression levels of target genes is the only indication of the activity of the gene itself (its own mRNA level does not change). Transcription factors (TFs) are typically expressed at lower levels compared with non-TF genes (Vaquerizas et al., 2009). The idea of summarizing the information about the gene using its post-translational modifications, where the change of expression levels of target genes by asking: which genes can explain away the majority of expression changes observed across a larger set of genes.

2.1 Notation

For the purpose of describing our model, we use the terms gene and protein interchangeably. Let a binary square matrix \( W \in \{0,1\}^{d \times d} \) represent an interaction network, where \( W_{ij} = 1 \) if genes \( i \) and \( j \) are connected in the network, and \( W_{ij} = 0 \) if they are not. \( d \) is the total number of genes in the network. \( W \) represents direct (first-order) connectivity in the network, connecting genes that have direct interactions. \( W^2 = W \circ W \), the second power of \( W \), is the set of second-order interactions and, generally, the \( n \)-th power of \( W \) is the \( n \)-th order, i.e. each row (or column, the matrix is symmetric) of \( W^n \) contains information about the number of paths of length \( n \) between all pairs of genes in the network. In this work, we are only interested in the existence of a path, rather than the number of them, thus we binarize the \( W^n \) matrix. Since we are not interested in how many paths start and finish in the same gene, we set the diagonal of the matrix to zero. Finally, we assume that for two genes \( i \) and \( j \), the more direct path is more likely to be of influence among all paths of different orders. For example, if \( i \) and \( j \) have a direct and a second-order connection, we assume that the influence would propagate across the direct connection, and we would need to set the second-order connection to 0. In formal terms, this condition can be stated as follows: \( |W^k|_{ij} = 0 \) if \( \exists k: |W^k|_{ij} > 0, 1 \leq k \leq n-1 \). The modified version of \( W^n \) employed here is \( W^m \):

\[
W^m = \begin{cases} 
1 & \text{if } |W^n|_{ij} > 0, i \neq j \\
0 & \text{otherwise} 
\end{cases}
\]

Let \( \mathbf{W}^{n \times 1} \) represent the log of the ratio in expression of our \( d \) genes between tumor and normal tissue. The change of expression is measured between the current expression level of a gene (for e.g. in a lung cancer patient) and the ‘normal’ expression level (as measured in healthy patients). We describe the exact measurement procedure and the distribution of \( \mathbf{W} \) in Section 3.

2.2 Formulation

Our objective function formalizes our assumption that each gene’s expression change can potentially be explained by the influence of its neighbors. In the simplest case, the \( i \)-th gene’s expression change, given by \( z_i \), can be explained by the added effects of its direct neighbors: \( z_i = \sum_j a_j W_{ij} \) where \( a_j \) is an unknown factor of influence of gene \( j \) on its neighbors that we have to estimate. To extend this formulation to indirect neighbors, we note that influence of \( n \)-th order neighborhood is \( \sum_j a_k W_{ij} \) where \( a_k \) can, for example, be constrained to decrease with increasing \( n \). Thus, the additive effect of all neighbors up to order \( n \) on gene \( i \) is \( \sum_j a_k W_{ij} \). We can then formulate our hypothesis of influence in the most general way as \( z_i = \sum_j a_j W_{ij} \). Our goal is to find the unknown influence factors \( a \) that allow us to explain the expression change of all \( d \) genes. We achieve this goal by finding \( a \) that minimizes the following squared error:

\[
\text{argmin}_{\mathbf{a}} \sum_{i=1}^{d} \left( z_i - \sum_{j=1}^{d} a_j W_{ij} \right)^2 + \lambda \| \mathbf{a} \|_1.
\]

Because we want to find a small number of genes that explain the changes network-wide and because the majority of the genes might not have significant detectable influence on their neighbors, we must regularize our likelihood to produce a sparse solution. We propose to use a combination of \( \ell_1 = \| \mathbf{a} \|_1 \) and \( \ell_2 = \| \mathbf{a} \|_2 \) regularization factors known as elastic net penalty (Friedman et al., 2010; Zou and Hastie, 2005): \( P(\alpha) = \frac{1}{2} \| \mathbf{a} \|_2^2 + \alpha \| \mathbf{a} \|_1 \) where \( \alpha \) is the trade-off parameter between sparsity (\( \ell_1 \)-norm) and shrinkage (\( \ell_2 \)-norm). \( \alpha = 1 \) corresponding to the Lasso penalty. The motivation for the elastic net penalty comes from the fact that when there are two sufficiently correlated covariates that are predictive of the outcome, the \( \ell_1 \) penalty makes an arbitrary selection between the two, whereas the elastic net penalty selects both of them but shrinks the importance of each of them based on the \( \alpha \) parameter. In our case, the elastic net penalty allows to recover all genes that can explain observed expression change rather than just one of them.

Our full objective function can then be generally written as the sum of the error term and a parameter regularization term corresponding to sparseness as described above:

\[
\text{argmin}_{\mathbf{a}} \sum_{i=1}^{d} \left( z_i - \sum_{j=1}^{d} a_j (W^n)_{ij} \right)^2 + \lambda P_a(\mathbf{a}),
\]

where \( a_k = [a_1, a_2, a_3, ..., a_d] \) are the influence factors up to order \( n \) to be estimated and \( \lambda \) is the regularization parameter.

The order of adjacency, \( n \), in practice is considered to be no greater than 2: \( n \in \{1,2\} \), restricting the influence only to the first- and second-order neighbors in the network. The reason for that is 2-fold: on one hand, for most nodes third-degree neighborhood spans the extent of almost the entire network, making neighborhoods of order beyond 3 not very informative of individual genes, and on the other, currently there is very little information about the extent of physical influence of a gene on the expression level of its neighbor that is 3 hops away.
To illustrate our methodology, we first study a simulated scenario: we consider a simulated expression change Gene network of second Order (EGO) considers second-order interactions in addition to first-degree neighbors. An independent parameter $\beta$ indicates influence from the second-order neighbors ($n=2$ in Equation (1)).

$$\arg\min_{\tilde{\beta}} \sum_{i,t} (\tilde{y}_{it} - \tilde{\beta} W_{ij} y_{jt} - \tilde{\gamma}_{it} )^2 + 2 \lambda P_1(\tilde{\beta}).$$

A second model that we call Expression-change Gene network of second Order (EGO) considers second-order interactions in addition to first-degree neighbors. An independent parameter $\beta$ indicates influence from the second-order neighbors ($n=2$ in Equation (1)).

$$\arg\min_{\tilde{\beta}} \sum_{i,t} (\tilde{y}_{it} - \tilde{\beta} W_{ij} y_{jt} - \tilde{U}_{it} )^2 + 2 \lambda P_1(\tilde{\beta}).$$

While EGO model requires $2d$ parameters, twice as many as FD, it is able to consider second-order influence of genes on each other.

2.3 Optimization and model selection
To solve for the parameters of EGO and FD, we use a coordinate descent procedure (Friedman et al., 2010), which solves for the entire regularization path available as part of the glmnet package. To do so, we write Equations (2) and (3) as the solution to a linear regression problem with the elastic net penalty. Let $W = [W_{ij} W_{ij} W_{ij}]$ and $\tilde{\beta} = [\tilde{\beta} \tilde{\beta} \tilde{\beta}]$. Then we can obtain $\tilde{\beta}$ (which is composed of $\tilde{\alpha}$ and $\tilde{\beta}$) by solving:

$$\varphi_{i,t} = \frac{1}{d} \sum_{j \neq i} (W_{ij} y_{jt} - \tilde{\beta} W_{ij} y_{jt}) + \lambda P_1(\tilde{\beta}).$$

In order to find suitable settings for the regularization parameter $\lambda$, we use the Bayesian Information Criterion (BIC). In particular, we compute the BIC score for various settings of $\lambda$: $\text{BIC}(\lambda) = d \log(N) + N \log(\lambda)$ where $N$ is the number of non-zero elements in $\tilde{\beta}$ for a particular setting of $\lambda$. If $d$ is the error variance. We then choose a setting of $\lambda$ that results in the lowest BIC score. The use of BIC score is common in the elastic-net regularized regression setting (e.g. Zou and Zhang (2009)). We choose $\lambda$ in the range of $\lambda \in [0.1]$ that gives us the maximum number of non-zero entries in $\tilde{\beta}$.

2.4 Normalization
The above model ignores the fact that hub genes (i.e. genes that have a large degree in the interaction network) have many more interactions than non-hub genes. Therefore, without normalizing the matrices $W$ and $W_{ij}$, the coefficients assigned to the high-degree nodes will likely be much smaller than those assigned to low-degree nodes. To correct for this, we normalize the matrices $W$ and $W_{ij}$ using symmetric normalization. Let $D$ be a diagonal matrix with diagonal entries equal to the node degrees: $D_{ii} = \sum_i W_{ii}$. Then the symmetrically normalized matrix is given by $D^{-1/2} W D^{1/2}$.

2.5 Network data
Our EGO and FD models aim at identifying genes that have significantly changed neighborhoods between the tumor and normal populations. To obtain the highest coverage of the genes in our study, we have constructed our network from a combination of three sources of interactions: physical protein interaction data [downloaded from the HPRD database (Midha, 2006)], interactions that are derived from pathway membership [downloaded from Pathway Commons (Cerami, 2010)] and regulatory interactions as described in Ravasi (2010). The final network consists of 7708 genes and 49,433 interactions and contains genes that have at least one neighbor and are not part of stand-alone pairs.

3 RESULTS
To illustrate our methodology, we first study a simulated scenario: we impute influential genes in a real interaction network (as described in Section 2.5) and then recover them with our two proposed models. We then apply our method to four lung cancer datasets, using the same interaction network. Since in the real data scenario we do not have the information about which genes have most profound effect on their neighbors, we evaluate our performance in an unbiased way by examining consistency of the found genes among the four independent lung cancer datasets.

3.1 Simulating important genes
We determine how accurately we can recover true influential genes in a real network under the assumption of correctness of our methods. We simulate the expression changes as follows:

(1) Randomly sample $K \in [10, 20, 30, 40, 50]$ genes and set them to be the known genes of interest.

(2) For each of the $K$ genes, sample $d$ uniformly at random on the interval $[0.2, 1]^d$ (the same for $\beta$ in the EGO model).

(3) Use the EGO or FD model to propagate the changed expression values to their first- and second-order neighbors, where appropriate.

(4) Add the noise $\eta$ to all the genes in the network.

The log of expression change ($\log(10)$) is known to be distributed approximately as $N(0, \sigma)$ (Chen et al., 1997). To construct the expression-change noise model, we estimate $\sigma$ from the housekeeping genes for which the expression level in the given data is not supposed to change. In our data, the basic noise model of the log of expression change is estimated to be $\epsilon \sim N(0, 0.0862)$. Note that Step (2) above corresponds to selecting the ‘true influential genes’, which is then followed by propagating influence to the rest of the network. The range of simulated influence values $\tilde{\alpha}, \tilde{\beta} \in [0.2, 1]$ is a scaled version of the realistic alpha values, selected for the ease of interpretation. Having simulated the expression change in all genes, our goal is to determine which genes were the initiators of the observed expression change. We use the area under precision recall curve (AUPR) to evaluate how well EGO and FD recover the true influential genes in each simulation scenario. Figure 1 shows the performance of EGO on EGO-simulated expression on five different gene set sizes ($K \in [10, 20, 30, 40, 50]$). As shown, EGO can recover true influential gene sets with high precision. EGO performs better on smaller gene sets. Such bias can be explained by the fact that the more genes are affecting their neighbors, the more confounding the effect will be with some of the weaker signal getting harder to recover.

We also investigated how well each of our models can identify the true influential set if the data were generated based on the assumptions of the other. Figure 2 shows the performance of EGO and FD, where the simulated expression is generated under the opposing model. As expected, EGO can accurately recover the true influential genes when the expression is simulated through the FD model, finding second-order interactions to be irrelevant. However, FD fails to recover the second-order effect and thus results in much lower accuracy, when the expression levels were propagated to first- and second-order neighbors according to the EGO model.

In summary, our simulation results show that FD and EGO, can accurately identify the set of true influential genes when the simulated expression coincides with the appropriate model.
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Fig. 1. Performance of EGO in recovering the true influential gene set. The x-axis represents the gene set size (K), the y-axis shows AUPR. On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme datapoints. Red crosses indicate sample min/max/outliers. We performed 100 experiments for each gene set size.

Fig. 2. Performance of EGO and FD in recovering the true influential gene set, when the gene expression change is simulated in contrast to each model’s assumption. (A) EGO tested on FD simulated expression. (B) FD when tested on EGO simulated expression. The x-axis represents the gene set size (K), and the y-axis shows AUPR. On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme datapoints. Red crosses indicate sample min/max/outliers. We performed 100 experiments for each gene set size.

assumptions. In addition, the EGO model can also recover the true gene set when the simulated expression conforms to the FD model.

3.2 Robustness to noise in the network
Since to identify genes of interest our model relies on the network connectivity, here we inspect the stability of our performance with respect to the noise in the network. To do so, we have examined scenarios with 0, 1, 10, 25 and 50% of missing edges and added edges (independently). Each network perturbation was performed by removing (or adding) edges uniformly at random. We have found that our list is robust to small perturbations in the network, at least up to 1% of either addition or deletion of edges. At 10% of noise, the median performance drops from 0.9 to 0.75 AUPR for removed edges and to 0.5 for randomly added edges. This confirms our hypothesis that the methodology is much more sensitive to the addition of false edges rather than to missing true ones (at random). The results for the full range of noise levels are shown on Figure 3.

3.3 Experiments on lung cancer dataset
Motivated by our results on the simulated data, here we investigate gene importance in lung cancer using gene expression across four independent cohorts of patients available as part of the Director’s Challenge Study (Director’s Challenge Consortium for the Molecular Classification of Lung Adenocarcinoma et al. (2008)). Our goal is to show that our EGO model identifies genes across these four datasets more consistently than alternative approaches. The four cohorts that we have examined contained 82, 79, 178 and 104 patients and 49 controls as described in Director’s Challenge Study. To account for batch effects, we normalized each cohort using RMA (Rafael, 2003). We used SAM (Tusher et al., 2001) to obtain normalized differential expression. For a given dataset, we ran EGO to find influential genes for each patient independently. We then evaluated consistency at two levels: (i) across patients within the same dataset and (ii) across different cohorts. In the following section, we examine the consistency of our predictions across the four datasets, and compare EGO results to (i) FD, (ii) a subnetwork discovery method Chuang et al. (2007) and (iii) independent t-testing. It took 1 h to run EGO on all the 443 patients in parallel on a cluster of 400 nodes with <5 GB of RAM per run.

3.3.1 Consistency among lung cancer cohorts To investigate consistency of our method, we have applied our approach to each patient in the four cohorts independently. Figure 4 shows the coefficients α or β, as found by EGO (genes influential in both first- and second-order neighborhoods would appear twice). The genes are ordered by consistency across patients: genes found influential in more patients are at the top, and by increase in explanation power.
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in a single patient; patients whose differential profile yielded higher number of influential genes are further to the right.

There are 3, 16, 16 and 7 genes that appeared in >50% of the patients in Director 1, 2, 3 and 4 datasets, respectively. The overlap between those four sets of genes is shown in Table 1. Three genes present in >50% of the population across all four cohorts are the top three genes in Figure 4: ADM, FCN2 and ACO2. ADM was found to explain its first-order neighbors (non-zero coefficient) and FCN2 and ACO2 were found to significantly impact their second-order neighbors (non-zero β). Functionally, ADM has been previously associated with tumor growth (Miller et al., 1996), while FCN2 is part of a module associated with immune response. In our network, FCN2 and its neighborhood are functionally enriched in the activation of immune response (q = 1.37e-13) and immune effector process (q = 1.08e-16), where q-value is FDR corrected P-value). FCN2 itself is a known part of the innate immune system (Garred et al., 2009). ADM and FCN2 and their neighborhoods are shown on Figure 5. While these genes are currently not associated with lung cancer directly, each have been implicated in relevant processes: ADM’s inhibition, for example, decreases lung angiogenesis (Vadivel et al., 2010), while lower levels of FCN2 have been associated with recurrent respiratory infections in children (Cedzynski et al., 2009). ACO2 is involved in the Kreb’s cycle, which is part of the respiratory system.

We provide the network and dataset characteristics of these three genes in Table 2. We also list the statistics for TP53 and EGFR genes widely known to be associated with cancer. From Table 2, it is evident that the known genes can be recovered by simply studying the degree distribution. Our method instead focuses on genes that could not be revealed by the simple network characteristics, nor by the differential expression levels, but by considering network and differential expression together in principled fashion.

### Table 1. Number of genes overlapping between pairs of datasets based on genes found influential by EGO, PinnacleZ and t-testing, respectively

<table>
<thead>
<tr>
<th></th>
<th>EGO/PinnacleZ/t-test</th>
<th>D2(16, 5)</th>
<th>D3(16, 11)</th>
<th>D4(7, 33)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 (3, 10)</td>
<td>3* / 0 / 0</td>
<td>3* / 0 / 0</td>
<td>3* / 0 / 0</td>
<td>3* / 0 / 0</td>
</tr>
<tr>
<td>D2 (16, 5)</td>
<td>10* / 3* / 0</td>
<td>7* / 0 / 0</td>
<td>7* / 0 / 0</td>
<td>7* / 0 / 0</td>
</tr>
<tr>
<td>D3 (16, 11)</td>
<td>0 / 0 / 0</td>
<td>0 / 0 / 0</td>
<td>0 / 0 / 0</td>
<td>0 / 0 / 0</td>
</tr>
</tbody>
</table>

D1, D2, D3, D4 stand for Director 1, 2, 3 and 4 datasets. The numbers in parentheses next to the dataset name indicate the total number of genes found influential by EGO in >50% of the patients in each of these datasets and PinnacleZ (we use the same number of genes for t-testing as found in EGO).

*Indicates whether the overlap is significant according to the hypergeometric test (the total number of genes is 7708).

### Table 2. A table of network and expression statistics for the (top) three genes found by EGO to be consistent for over 50% of the patients in all four cohorts considered. (bottom) two known oncogenes for reference

<table>
<thead>
<tr>
<th>Gene name</th>
<th>log2(EC)</th>
<th>First-degree median [log2(EC)]</th>
<th>Second-degree median [log2(EC)]</th>
<th>Mean(α)</th>
<th>Mean(β)</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADM</td>
<td>−0.11</td>
<td>6 (−1.49)</td>
<td>40 (−0.24)</td>
<td>−3.32</td>
<td>0</td>
<td>Lung angiogenesis; tumor growth</td>
</tr>
<tr>
<td>FCN2</td>
<td>−0.02</td>
<td>2 (−0.14)</td>
<td>6 (−0.60)</td>
<td>0</td>
<td>−4.87</td>
<td>Respiratory tract infection; innate immunity</td>
</tr>
<tr>
<td>ACO2</td>
<td>+0.50</td>
<td>11 (+0.14)</td>
<td>166 (+0.40)</td>
<td>0</td>
<td>+1.10</td>
<td>Kreb’s cycle (respiratory system)</td>
</tr>
<tr>
<td>EGFR</td>
<td>−0.22</td>
<td>157 (+0.03)</td>
<td>2320 (+0.05)</td>
<td>0</td>
<td>0</td>
<td>Known oncogene</td>
</tr>
<tr>
<td>TP53</td>
<td>+0.72</td>
<td>255 (+0.18)</td>
<td>2833 (+0.10)</td>
<td>0</td>
<td>0</td>
<td>Known oncogene</td>
</tr>
</tbody>
</table>

EC stands for the mean expression change ratio across all patients.
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3.3.3 First- versus second-order influence factors

In addition to more consistency in our results, we can glean further information about genes by inspecting our influence factors $\alpha$ and $\beta$. Figure 6 shows the scatter plot of influence on the first- versus second-order neighbors for all genes across all patients. The majority of the mass on that plot is at (0,0). Those genes that have non-zero influence exhibit either first- or second-order influence but not both. This is interesting because there are no constraints that would not allow selection of the same gene twice. Since in our networks there are no second-order paths that have a corresponding first-order path between two genes (see definition of $W^m$ in Section 2.1), we are able to reveal genes that exhibit independent second-order influence and are not simply part of tightly knit clusters.

We have then examined each individual patient for genes that had both non-zero first- and second-order effects. We found that out of 443 patients, 74 had one gene with effect on both first- and second-order neighbors, and in four patients there were two genes that had effect on both. Further analysis showed that there were only three genes implicated in this joint influence for all patients considered. These were $S100A12$ (0.6,32,19), LGALS1 (2,0,8,4), PDIA6 (2,2,4,2), where the numbers in parenthesis indicate the number of patients in which these genes had non-zero $\alpha$ and $\beta$ coefficients simultaneously. While LGALS1 and PDIA6 do not have a strong signal, the pro-inflammatory protein $S100A12$ is present in almost 20% of patients in Director cohorts 3 and 4. In addition, $S100A12$ is a known marker for chronic and acute lung diseases (Lorenz et al., 2008). This finding is in line with the other lung inflammation factors that we found to be consistently influential.

Our results lead us to believe that different genes exhibit different patterns of influence. It is thus very important to go beyond immediate neighborhood to understand each gene’s role and associations. We also note that most of the genes we found to be consistent among patients are those with second-rather than first-order influences. Indeed, from the 21 genes on Figure 4, only 4 (ADM, MYBPC1, PLK1 and PSMD1) are first-order genes, the remaining 17 genes were influential in second-order neighborhoods.

Finally, we have performed additional experiments on four completely independent cohorts of pancreatic cancer patients. We have again found much higher consistency by EGO as opposed to the alternatives considered. In particular, of the total of 107 genes found by EGO to be consistent among patients within each dataset alone, 26 genes overlap between the two datasets ($P = 0$). PinnacleZ finds a total of 373 genes of which 17 genes overlap between the two datasets ($P = 0.5 \times 10^{-5}$) (Supplementary Materials).

4 DISCUSSION

Interestingly, many of the genes identified as influential and consistent between cohorts were genes with significant second-order influence, alluding to the importance of post-translational modifiers.

We believe that allowing for independent recovery of such genes (de-coupling of $\alpha$ and $\beta$ parameters in our model) is one of the reasons for our superior performance. One can think of our method as a projection of many genes onto a lower dimensional set of influential genes. Our results reveal that these projections tend to be more stable. Additionally, all the genes that we have recovered while not being directly implicated in lung cancer, are associated with acute or chronic respiratory inflammation.

One of the limitations of this work is modeling the change in expression among neighbors as strictly additive. We do not directly model the case where one neighbor is acting to increase and another to decrease the expression level of a gene, unless they do so consistently in their own neighborhoods resulting in jointly positive (negative) impact. Though capturing those relations would be ideal, it would require more data than are typically available and an increased number of parameters. Otherwise, the model may be unidentifiable [e.g. Ergün et al. (2007)].

In summary, we propose an unsupervised approach to combing through thousands of genes to identify a few of importance. We define genes of importance as having influence on expression change of their neighbors. Applied to a set of real cancer datasets, our method finds a set of genes consistent across four cohorts of adenocarcinoma lung patients considered. The influential gene set is three orders of magnitude smaller than the total number of genes. All the found genes have already been associated with respiratory inflammation processes and might warrant further investigation.
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