Assigning spectrum-specific P-values to protein identifications by mass spectrometry
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ABSTRACT

Motivation: Although many methods and statistical approaches have been developed for protein identification by mass spectrometry, the problem of accurate assessment of statistical significance of protein identifications remains an open question. The main issues are as follows: (i) statistical significance of inferring peptide from experimental mass spectra must be platform independent and spectrum specific and (ii) individual spectrum matches at the peptide level must be combined into a single statistical measure at the protein level.

Results: We present a method and software to assign statistical significance to protein identifications from search engines for mass spectrometric data. The approach is based on asymptotic theory of order statistics. The parameters of the asymptotic distributions of identification scores are estimated for each spectrum individually. The method relies on new unbiased estimators for parameters of extreme value distribution. The estimated parameters are used to assign a spectrum-specific P-value to each peptide-spectrum match. The protein-level confidence measure combines P-values of peptide-to-spectrum matches.

Conclusion: We extensively tested the method using triplicate mouse and yeast high-throughput proteomic experiments. The proposed statistical approach improves the sensitivity of protein identifications without compromising specificity. While the method was primarily designed to work with Mascot, it is platform-independent and is applicable to any search engine which outputs a single score for a peptide-spectrum match. We demonstrate this by testing the method in conjunction with X!Tandem.

Availability: The software is available for download at ftp://genetics.bwh.harvard.edu/SSPV/.
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1 INTRODUCTION

Improvements in specificity, sensitivity and throughput of protein identifications progress at unprecedented pace. However, the scope of available mass spectrometric and informatics technologies and divergence of their physicochemical and algorithmic bases contributes to growing concern regarding the reproducibility, transparency and statistical reliability of the proteome analysis.

In bottom-up proteomics, the identification proceeds via matching peptide MS/MS spectra to a database of sequences. The identity of proteins present in the sample is then inferred from individual peptide matches. While many peptide identifications are seemingly undisputed within any statistical framework, a large fraction of hits fall into ‘borderline’ significance range. The ability to accurately assess the statistical significance of these identifications would increase specificity and sensitivity of mass spectrometry analyses. More importantly, at the protein level, a single estimate of statistical significance should combine evidence from all tandem mass spectra matched to the same protein. Arbitrary conventions (Carr et al., 2004) that are employed for maintaining protein identification consistency will be rendered unnecessary by such estimate.

At the peptide level, current identification methods can be classified into false discovery rate (FDR) approaches, P-value-based approaches, and posterior probability-based approaches. FDRs are typically estimated by searches against a decoy database (e.g. a database of reversed and/or randomized protein sequences) (Elias and Gygi, 2007; Kall et al., 2008; Park et al., 2008). A threshold determining statistical significance is selected specifically for a given dataset and a given peptide-to-spectrum scoring metric. More sophisticated statistical approaches involve simulations and analytical approximations (Ramos-Fernandez et al., 2008).

However, a single FDR threshold is applied to all spectra from the dataset. Therefore, it is not informative about statistical significance of individual matches and the estimate of the FDR threshold usually has a large variance.

Specificity and sensitivity of identifications can be increased by stratifying peptide-spectrum matches (PSMs) using properties of spectra (Anderson et al., 2003; Kall et al., 2007) or peptide length (Cox and Mann, 2008) in a statistical or machine learning framework.

A number of recently developed methods report P-values specific to individual spectra. These methods are primarily based
on fitting the distribution of scores with a parametric model. Klammer et al. (2009) fit the distribution of SEQUEST Xcorr scores with Weibull distribution. Searle et al. (2008) fit the distribution of Mascot scores with a double-exponential Gumbel distribution. Fast SEQUEST (Eng et al., 2008) employs a faster algorithm which applies the Xcorr to every candidate peptide from the sequence database being queried. Spectrum-specific E-values are computed by approximating the distribution of Xcorr scores with an exponential distribution. OMISSA (Geer et al., 2004) approximates the scores of every peptide-spectrum match with Poisson distribution. Kim et al. (2009) address the issue of spectrum specificity by calculating a generating function and infer the probability of a correct spectrum identification based on all matching peptides. RAID-DBS (Alves et al., 2007) uses a score in the form of a weighted sum of logarithmic intensities and applies an extension of the Central Limit Theorem to assign statistical significance to the matches.

Further, the approach based on fitting specific parametric models cannot be generalized to other platforms. Also, the parametric model with parameters estimated using the overall distribution of scores may not be accurate at the extreme tail.

Fitting a single protein level rather than peptide level P-value is needed for practical applications.

The issue of statistical significance of protein identifications is addressed in ProteinPropet (Nesvizhskii et al., 2003) (posterior error probabilities), CombByne (Bern and Goldberg, 2008), Quore (Moore et al., 2002), PROVALT (Weatherley et al., 2005), MAYU (Reiter et al., 2009) (FDRs), PANORAMICS (Feng et al., 2007) (combining peptide probabilities derived from Mascot score into protein probabilities) and X!Tandem (Craig and Beavis, 2004) (E-values). However, some of these methods are not based on spectrum-specific identifications, while others are dependent on particular assumptions regarding the platform or distribution of false-positive matches.

ProteinPropet, PROVALT, CombByne, MAYU and Quore provide dataset-specific, rather than spectrum-specific, identifications. PROVALT uses heuristic approach to assign FDR for protein identifications from Mascot peptide scores. MAYU utilizes a set PSM above a user-specified PSM FDR threshold. The number of false-positive protein identifications and protein FDR is then estimated under the assumption of uniform distribution of false-positive PSMs over the target database. ProteinPropet builds on PeptidePropet (Keller et al., 2002). The latter combines SEQUEST Xcorr score adjusted for peptide length, the difference between the top score and the rest, logarithm of rank of Sp score and mass accuracy, and then uses an empirical formula to obtain Bayesian posterior probability for peptide identifications. These peptide identifications are then combined into peptide probabilities.

In this article, we developed and extensively tested a method that (i) relies on the information content of individual spectra and is fully independent of dataset properties, spectrum-to-spectrum correlation model, instrumentation platform, data acquisition and processing settings; and (ii) combines evidence from peptide identifications to assess statistical significance of protein identifications.

We report a single P-value for protein identifications combining evidence from individual peptides. Statistical significance of individual peptide identifications is based on asymptotic distribution of order statistics and is specific for each tandem mass spectrum. This increases sensitivity and specificity of both peptide and protein identifications.

We demonstrate how the software implementation of the method works in conjunction with the popular database search algorithm Mascot. However, our method is applicable to any database search that assigns a single numeric score for each spectrum match. We demonstrate this with an application of the same approach to peptide and protein identification using X!Tandem platform. We describe our statistical approach and tests of the method on real proteomic samples. We start with the statistics of peptide identifications and then proceed to the protein level.

2 METHODS

2.1 Datasets

Samples from two organisms—mouse and yeast—were used for obtaining datasets of peptide mass spectra. The mouse datasets are a triplicate LC-MS/MS analysis from the in-gel digest of the 70–150kDa molecular weight region of mouse brain lysate. The yeast datasets are a triplicate LC-MS/MS analysis of an in-gel trypsin digest of the 70–150kDa molecular weight region of a Saccharomyces cerevisiae whole-cell lysate, as previously described by Bakalarski et al. (2007). LC-MS/MS analyses for both the yeast and the mouse samples were performed on a Thermo LTQ-FT mass spectrometer in a data-dependent mode, with the FT10 method, as previously described by Bakalarski et al.

2.2 Statistical background

Peptide identification in mass spectrometry, similarly to any other database search, relies on the highest scoring hit. This simplifies the statistical analysis because the shape of the distribution of highest scores does not depend on the distribution of all scores, which is generally unknown.

According to extreme value theory, the maximum of a sample of independent identically distributed random variables after proper renormalization converges to one of three possible distributions, depending on the general properties of the distribution within the sample. In the case when the distribution within the sample is unbounded and has a light tail, which is the case for the Mascot search engine, the maxima of the sample converge to a double-exponential distribution (Gumbel, 2004). Thus, the probability P that the database search with spectrum i will result in a false identification with score s is given by:

\[ P = 1 - F(s) = 1 - \exp(-\alpha_i \exp(-(s - \mu_i)/\beta_i)) \] (1)

where \( F(s) \) is the cumulative extreme value distribution function. For convenience, here we isolated dependence on the relative database size in the parameter \( \alpha_i \). This relative database size is spectrum dependent, since it represents not only the ratio of the database sizes but also the ratio of the number of peptides with a given precursor mass. Parameters \( \mu_i \) and \( \beta_i \) are specific to the spectrum and depend only weakly on the relative databases size in the asymptotic regime. We note that we make no assumption about parametric form of the distribution of all scores. The distribution parameters only refer to the extreme value asymptotic form general for a large class of distributions.

Therefore, to compute a P-value of a peptide identification for an individual spectrum, we have to estimate two parameters of the distribution \( \mu_i \) and \( \beta_i \) corresponding to this spectrum in any decoy database, and adjust for the target database size using the scaling factor \( \alpha_i \). An extremely important consideration is that \( \alpha_i \) scales linearly with the effective size of the database. The effective database size for a peptide with a given precursor mass is just the total number of peptides with the same (within tolerance) precursor mass in this database. This means that the decoy database used to estimate the distribution parameters can be of any size, just large enough that asymptotic extreme value distribution would hold. The parameter \( \alpha_i \) for any given...
spectrum $i$ can then be estimated as a ratio of the number of peptides with the corresponding precursor mass in the target and decoy databases. Second, extreme value distribution theorem is not limited to the maximal value of the Mascot score, but can be extended to any number $k$ of top hits that the Mascot search returns for each spectrum. The joint probability density function of the highest $k$ scores in the database for spectrum $i$ (Equation (2)) depends on the same two parameters $\mu_i$ and $\beta_i$ (Arnold et al., 1992):

$$f(x_1, \ldots, x_k) = \exp(-\alpha x \exp(-\xi x + \mu_i) / \beta_i)$$

$$\alpha = \frac{1}{\sum_{j=1}^{k} \exp(-\xi x_1 + \mu_i) / \beta_i}$$

Equation (2) provides a way to estimate parameters $\mu_i$ and $\beta_i$ for each spectrum from a search in a decoy database from a set of highest-scoring database hits $x_1, \ldots, x_k$. We obtained maximum likelihood estimators analytically (see Supplementary Material):

$$\hat{\beta_{\text{ML}}} = \left( \frac{1}{k} \right) \sum_{i=1}^{k} x_i$$

$$\hat{\mu_{\text{ML}}} = \frac{1}{k} \sum_{i=1}^{k} \ln x_i$$

Estimation by maximum likelihood does not guarantee that the estimators are unbiased. However, the bias of the estimators given by Equation (4) can be computed analytically, and unbiased estimators can be constructed as follows.

We will first consider the standardized Gumbel distribution, $P(x) = \exp(-\exp(-x))$, $f(x) = \exp(-\exp(x))$, corresponding to $\alpha = 0$ and $\beta = 1$. We will then write the explicit results for general $\alpha$ and $\beta$.

Starting with PDF of the $i$-th order statistic (Arnold et al., 1992),

$$f_0(x_i) = \frac{\exp(-\alpha x_i \exp(-\xi x_i + \mu_i) / \beta_i)}{\alpha \sum_{j=1}^{k} \exp(-\xi x_1 + \mu_i) / \beta_i}$$

one can obtain moments by integration:

$$E[x_i] = \frac{1}{(1 - 1 / \gamma)^{1/\gamma}} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \int_{0}^{\gamma} x \exp(-\xi x + \mu_i) / \beta_i \, dx$$

$$= \frac{\gamma}{\gamma - 2} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \frac{1}{\gamma - 2}$$

where $\gamma = 0.577216...$ is the Euler–Mascheroni constant.

$$E[x_i^2] = \frac{1}{(1 - 1 / \gamma)^{1/\gamma}} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \int_{0}^{\gamma} x^2 \exp(-\xi x + \mu_i) / \beta_i \, dx$$

$$= \frac{\gamma}{\gamma - 2} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \frac{1}{\gamma - 2}$$

Consequently,

$$\text{Var}(x_i) = \frac{\gamma}{\gamma - 2} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \frac{1}{\gamma - 2}$$

Joint pdf of $x_1, x_2, \ldots, x_k, x_{k+1} \geq x_k \geq \ldots \geq x_1$ is

$$f(x_1, x_2, \ldots, x_k) = \exp(-\xi x_1 + \mu_i) / \beta_i \prod_{j=2}^{k} \exp(-\xi x_j + \mu_i) / \beta_i$$

Properly marginalizing the above distribution, we get, for $i < j$, the joint PDF of $i$-th and $j$-th statistic:

$$f_{ij}(x_i, x_j) = \left( \frac{\exp(-\xi x_1 + \mu_i)}{(1 - 1 / \gamma)} \right) \sum_{m=0}^{j-1} \frac{(-1)^{m-j}}{m! (j-1-m)!} \exp(-\xi x_i (m+1)) \exp(-\xi x_j (j-1-m))$$

Using the following two formulas:

$$\int_{0}^{\infty} x \exp(-k x) \, dx = \frac{1}{k^2}$$

$$\int_{0}^{\infty} x \exp(-k x) \, dx = \frac{1}{k^2}$$

one obtains

$$E[x_i] = \frac{\gamma}{\gamma - 2} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \frac{1}{\gamma - 2}$$

Therefore,

$$\text{Var}(x_i) = \frac{\gamma}{\gamma - 2} \left( \gamma - 1 \right) \left( \gamma - 2 \right) \frac{1}{\gamma - 2}$$

We see that $\text{Cov}(x_i, x_j) = \text{Var}(x_i)$. With the basic formulas at hand, we are now in a position to compute the moments of our estimators. Skipping elementary algebra, we get:

$$\hat{\beta}_{\text{ML}} = \frac{\gamma - 1}{k - 1} \sum_{i=1}^{k} x_i$$

$$\hat{\mu}_{\text{ML}} = \frac{1}{k - 1} \sum_{i=1}^{k} \ln x_i$$

With the explicit expressions for bias, we can form unbiased estimates of the parameters $\beta$ and $\mu$.

$$\hat{\beta}_{\text{UB}} = \frac{\gamma - 1}{k - 1} \sum_{i=1}^{k} x_i - \frac{k - 1}{k - 1} \hat{\mu}_{\text{UB}}$$

$$\hat{\mu}_{\text{UB}} = \frac{1}{k - 1} \sum_{i=1}^{k} \ln x_i$$

2.3 The algorithm

This suggests the following strategy for estimating spectrum-specific $P$-values. For every spectrum obtained in a proteomics experiment we run a search, i.e. Mascot or X/Tandem, against a decoy sequence database. The computational efficiency can be greatly increased with only a limited sacrifice of accuracy if these searches would be run against a small size decoy database using a very large precursor mass tolerance. We estimate parameters $\mu_i$ and $\beta_i$ for each spectrum using a number of top hits reported by Mascot. Parameter $\sigma_i$ is then computed to adjust to the effective real database size and mass tolerance (see Supplementary Materials). This approach assumes weak dependence of $\mu_i$ and $\beta_i$ on database size in the asymptotic regime as discussed above. Mascot search against the real protein sequence database is then run and $P$-values for all individual peptide identifications are computed according to Equation (1).

In practice, the currently available version of Mascot reports only 10 hits for each spectrum, which is insufficient for reliable estimation of the distribution parameters. To circumvent this problem, we used several independent searches against small decoy databases and obtained maximum
likelihood estimators numerically and unbiased estimators using analytically derived correction (Supplementary Materials).

Each decoy database contains 10 000 Bernoulli sequences. The protein length distribution for these sequences is approximated by UniProtKB/Swiss-Prot mouse proteome. The frequencies of all amino acids are simulated to be the same as observed amino acid frequencies in the mouse proteome.

One can just as well, use 100 databases and estimate parameters for each spectrum using only one top hit in each database. Our simulations indicate that the accuracy of parameter estimation is the same for both methods. But using 10 top hits in each database and reducing the required number of decoy databases to 10 significantly speeds up parameter estimation.

On the basis of P-values corresponding to individual peptide identifications, we compute P-values for protein identifications.

As a standard practice among Mascot users, for each spectrum we consider only the best peptide hit, and discard all other peptides with lower matching scores. P-values of individual peptides matching the same protein are combined into cumulative protein P-value using Stouffer’s method (Whitlock, 2005). For the peptide match with k-th lowest P-value among all peptides from the same protein, we compute the probability that the k-th P-value would be as low or even lower by pure chance, using Z-test. This test converts the P-values, p_k, from each of the k individual independent tests into standard normal deviates Z_k. The sum of these deviates, divided by the square root of the number of tests, k,

\[ Z = \frac{1}{\sqrt{k}} \sum Z_k \]  

(7)

can be shown to follow the standard normal distribution and provide a test for the common null hypothesis. The minimal value of this probability over all k peptides (corrected for multiple testing using permutations) is the P-value for the protein identification. We further convert these protein level P-values to E-values corresponding to the size of the sequence database. Alternatively, one could combine P-values of all peptides matching a protein. However, a common situation arises when, for example, two peptides are true hits, while the rest are noise. If one combines P-values of all such hits, the contribution from noise may render the overall P-value insignificant. Choosing the minimal P-value corrected for multiple testing solves this problem.

An important issue is clustering proteins identified by the same or overlapping groups of peptides. Redundant protein database entries, as well as homologous proteins and splicing variants may be identified by the same set of PSM from the experimental sample. This is a complicating issue, since a peptide belonging to more than one distinct protein in the database makes a complicating issue, since homologous proteins and splicing variants may be identified by the same overlapping groups of peptides. Redundant protein database entries, as well as homologous proteins and splicing variants may be identified by the same set of PSM from the experimental sample.

We tested the method using two proteomic datasets obtained from in-gel trypsin digestion of (i) yeast and (ii) mouse brain proteins, analyzed with a Thermo LTQ-FT mass spectrometer (see Section 2). The datasets represent highly complex peptide mixtures from the two species. To confirm that P-values accurately estimate fraction of false positive identifications, we run searches in two sets of decoy databases. P-values corresponding to individual peptide or protein identifications determined in one decoy database set are plotted against the corresponding fractions of identifications in the other (qq-plot). By the definition of P-value, the fraction of false-positive identifications (estimated by the fraction of identifications in the decoy databases) at a given P-value should ideally be equal to this P-value. The qq-plots are shown in Figure 1 and in Supplementary Figures S1 and S2. As seen from the qq-plots, P-values provide practically acceptable approximation of the rate of false-positive identifications, i.e. predict fraction of decoy database hits below a specified P-value threshold. For example, the fraction of false-positive identifications at P-value threshold 0.01 in the three mouse datasets is in the range of 0.0064–0.0119, and in the yeast datasets of 0.0120–0.0126.

Next, P-values generally discriminate between searches in the forward (real) and reverse (decoy) databases (Fig. 2) better than peptide ion scores assigned by Mascot. At the 1% FDR threshold as determined by the search against the decoy database, selecting database hits by P-value rather than by score increases the number of identifications in the forward (real) sequence database. In addition, we tested the performance of spectrum-specific P-values using one other measure recommended by Matrix Science (www.matrixscience.com/pdf/2005WKSHIP4.pdf). Figure 2B, shows the ROC curve when Mascot Ion score minus Identity score is used as a discriminant function, similar to Searle et al. (2008). We find that ion minus identity score performs approximately equally well to ion score in discriminating true
positive versus false positive hits. Spectrum-specific P-values outperform either combination of ion and identity scores.

To test whether spectrum-specific P-values indeed allow peptide identifications with borderline ion scores, we analyzed the distribution of reverse database hits with respect to both ion score and P-values. As seen from Table 1, upper part, the fraction of reverse database hits for scores in the range 10–20 is approaching the fraction of forward database hits, indicating that in this score range any forward hit is as likely to be true as false. The fraction of reverse database hits for scores in the range 20–30 compared with forward identifications is much smaller. However, it is still of the order of 1%. Applying strict P-value threshold eliminates almost all reverse database hits (Table 1, lower part and Supplementary Tables S3 and S4) while retaining significant number of forward database hits. Most of these forward hits were supported by at least two confident peptide identifications from the same protein, confirming that these forward hits are likely correct.

Table 1. Number of PSM for each of the mouse datasets

<table>
<thead>
<tr>
<th>Mouse datasets, regardless of P-value</th>
<th>Forward</th>
<th>Reverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mascot score</td>
<td>All hits</td>
<td>Confident hits</td>
</tr>
<tr>
<td>Set 1 10 &lt; S ≤ 20</td>
<td>1229</td>
<td>426</td>
</tr>
<tr>
<td>20 &lt; S ≤ 30</td>
<td>1845</td>
<td>1688</td>
</tr>
<tr>
<td>Set 2 10 &lt; S ≤ 20</td>
<td>1312</td>
<td>459</td>
</tr>
<tr>
<td>20 &lt; S ≤ 30</td>
<td>1996</td>
<td>1813</td>
</tr>
<tr>
<td>Set 3 10 &lt; S ≤ 20</td>
<td>1298</td>
<td>486</td>
</tr>
<tr>
<td>20 &lt; S ≤ 30</td>
<td>2113</td>
<td>1919</td>
</tr>
</tbody>
</table>

Table 2. Discrimination of spectra by spectrum-specific P-value versus by raw Mascot ion score for the three mouse datasets

<table>
<thead>
<tr>
<th>FDR &lt; 1% FDR &gt; 1%</th>
<th>Forward</th>
<th>Reverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1 161 7</td>
<td>57</td>
<td>7</td>
</tr>
<tr>
<td>Set 2 142 7</td>
<td>67</td>
<td>7</td>
</tr>
<tr>
<td>Set 3 293 9</td>
<td>52</td>
<td>9</td>
</tr>
</tbody>
</table>

Table S5 is another demonstration that identification by spectrum-specific P-values significantly outperforms identification by Mascot ion score. We count the fraction of reverse database hits at 1% FDR level obtained using Mascot ion score but not by the 1% FDR threshold if sorted by P-value. Conversely, we count the fraction of reverse database hits at the 1% FDR level obtained by sorting database hits by P-value but not by Mascot ion score. Table 2 shows that the fraction of peptides passing only FDR cutoff is significantly higher than the fraction of peptides passing only Mascot score cutoff.

In all datasets, results of the search according to P-values leads to higher number of true positive hits (approximated by hits in the database of real protein sequences) per false-positive hit (approximated by hits in the database of reversed protein sequences). Selecting peptide identifications by P-value rather than score leads to increased sensitivity at any specificity threshold (Fig. 2B, Supplementary Figs S3 and S4).
peptides identified with PeptideProphet and using spectrum-specific scores, we tested the FDRs obtained with our method against those obtained using PeptideProphet. PeptideProphet source code TPP v4.4 was downloaded from http://proteinprophet.sourceforge.net/. For each of the three mouse and three yeast datasets, we ran xinteract to identify PSMs in combined target plus reversed database. Supplementary Figure S9 shows the comparison of FDRs for peptides identified with PeptideProphet and using spectrum-specific P-values. Spectrum-specific P-values outperform PeptideProphet by 5–10%, depending on the dataset.

At the protein level, the use of P-values combining evidence from multiple peptides increases sensitivity over a conventional method of protein identification based on the score of the best scoring peptide from the protein (Fig. 2C, Supplementary Figs S3–S4).

Importantly, the major increase in the number of true-positive identifications per false-positive identification (increase in sensitivity at a given specificity level) is observed at strict thresholds corresponding to low rate of false-positive identifications. This means that spectrum-specific P-values confidently validate medium-scoring true positives while efficiently suppressing high scoring false positives.

To exclude the possibility that these additional identifications in the forward database are false identifications, we repeated the analysis limiting it to confidently identified proteins, i.e. proteins with at least three matching peptides (Supplementary Fig. S5). Spectrum-specific P-values increase the number of these confidently true positive identifications at any FDR cutoff.

To demonstrate generality and platform independence of our approach, we applied spectrum-specific P-values to identifications made by X!Tandem platform (Supplementary Materials). We computed peptide P-values using parameters estimated from top hits according to X! Tandem hyperscore in searches against 50 decoy databases. These P-values are shown to provide accurate rate of false-positive identifications, as seen from qq-plots (Fig. 3, Supplementary Fig. S6). Discrimination between searches in forward and reverse databases by P-values versus X!Tandem E-values is shown in Supplementary Figures S7 and S8.

4 DISCUSSION

P-values for peptide and protein identifications based on the analysis of order statistics can be generally applied in conjunction with any peptide-to-spectrum matching software, regardless of the matching algorithm.

The specificity of spectrum P-values renders unnecessary empirical conventions to infer significance of peptide identifications. Matrix Science, for example, provides two ion score thresholds (www.matrixscience.com/pdf/2005WKSHP4.pdf). Ion identity threshold is a value representing a fixed probability of encountering a false match. However, this value is conservative and may not be achieved for some true matches, due to poor signal or fragmentation gaps. Therefore, Mascot also provides a second, less conservative, homology threshold. Our approach, by providing a single P-value for every spectrum, solves the problem of empirical conventions, based on these two thresholds, automatically.

Existing methods to assign statistical significance to peptide-to-spectrum matches either use a single threshold for the dataset as a whole (Elias and Gygi, 2007; Kall et al., 2008; Park et al., 2008; Ramos-Fernandez et al., 2008) or take into account spectrum specificity by stratiﬁing spectra or peptides (Anderson et al., 2003; Cox and Mann, 2008; Kall et al., 2007). Other methods assign spectrum-specific measures of statistical signiﬁcance by fitting parametric models to the distribution of peptide-to-spectrum matches (Craig and Beavis, 2004; Klammer et al., 2009; Searle et al., 2008). FAST SEQUEST (Eng et al., 2008) and X!Tandem (Craig and Beavis, 2004) assume the exponential decay of the score distribution. These methods use regression-based approaches to estimate spectrum-specific E-values. The generality of the assumption of the exponential tail is justiﬁed using the arguments presented in this work (convergence to the Gumbel distribution). The tail of the double exponential distribution is approximately exponential. However, the regression-based estimator employed by FAST SEQUEST and X!Tandem has two disadvantages addressed by our approach. First, it uses hundreds of points for the estimation. This may lead to inaccuracies if convergence to the Gumbel distribution is slow. Second, simulations of the true Gumbel distribution (Supplementary Fig. S10) show that the regression-based estimator is biased and inefﬁcient resulting in E-values that are volatile and, on average, inﬂated.

Relyance on the asymptotic distribution of high order statistics allows avoiding any speciﬁc parametric models of the distribution of peptide-to-spectrum matches. Distribution of high order statistics, given the convergence to the asymptotic behavior, depends on the overall distribution of peptide-to-spectrum matches only through parameter values. Unbiased estimates of these parameters help approximating the far tail of the distribution and construct platform-independent spectrum-specific P-values.

5 CONCLUSION

We propose a method and software to assign statistical signiﬁcance to peptide and protein identiﬁcation by mass spectrometry. A single probabilistic conﬁdence measure (P-value) is assigned to each identification. This P-value is spectrum-speciﬁc and independent of instrumentation or software scoring method. The platform independence is achieved because the method makes very few assumptions about the distribution of the PSM scores. It is based on the asymptotic extreme value distribution. The parameters of the extreme value distribution are estimated using newly obtained analytical unbiased estimates.
Therefore, our approach does not require introducing any empirical cutoffs or data stratifications. It also avoids fitting any parametric distribution to the discriminant function provided by a search engine. Such parametric models can be inaccurate at the important far tail of the distribution.

Protein level P-values are constructed by combining peptide level P-values using the Stouffer’s method, so a single P-value is reported per protein identification. Spectrum specificity allows improving accuracy and FDR.
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