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ABSTRACT

**Motivation:** Target enrichment, also referred to as DNA capture, provides an effective way to focus sequencing efforts on a genomic region of interest. Capture data are typically used to detect single-nucleotide variants. It can also be used to detect copy number alterations, which is particularly useful in the context of cancer, where such changes occur frequently. In copy number analysis, it is a common practice to determine log-ratios between test and control samples, but this approach results in a loss of information as it disregards the total coverage or intensity at a locus.

**Results:** We modeled the coverage or intensity of the test sample as a linear function of the control sample. This regression approach is able to deal with regions that are completely deleted, which are problematic for methods that use log-ratios. To demonstrate the utility of our approach, we used capture data to determine copy number for a set of 600 genes in a panel of nine breast cancer cell lines. We found high concordance between our results and those generated using a single-nucleotide polymorphism genotyping platform. When we compared our results with other log-ratio-based methods, including ExomeCNV, we found that our approach produced better overall correlation with SNP data.

**Availability:** The algorithm is implemented in C and R and the code can be downloaded from http://bioinformatics.nki.nl/ocs/

**Contact:** lwessels@nki.nl

Supplementary information: Supplementary data are available at Bioinformatics online.
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1 INTRODUCTION

The majority of the human genome is composed of repetitive sequences and intergenic regions. Over the past 5 years, a number of hybridization-based approaches have been developed to enable selective enrichment of target DNA sequences, allowing for high coverage sequencing of protein coding genes (Albert et al., 2007; Gnirke et al., 2009; Hodges et al., 2007; Okou et al., 2007). Capture sequencing has been used successfully to identify variants underlying rare genetic disorders and to find genes that are recurrently mutated in cancer (Harbour et al., 2010; Jones et al., 2010; Ng et al., 2010; Varela et al., 2011). Although capture sequencing has traditionally been used to identify SNVs and small insertions and deletions, it is now clear that it can also be used to derive gene copy number (Sathirapongsasuti et al., 2011). This approach has tremendous potential, as detecting recurrent copy number alterations (CNAs) is a powerful way to identify oncogenes and tumor suppressor genes (Beroukhim et al., 2010).

Here we present a new statistical approach for the detection of CNAs and illustrate its performances on capture sequencing data. Instead of modeling the ratio or log-ratio between the test and control sample coverage, we modeled the test sample coverage as a linear function of the control sample coverage (a proportionality model). Using the outcome of this model, we segment the data into regions where the proportionality between the test coverage and control coverage is constant, which should equate to regions with similar copy number. An exact algorithm was used to recover the maximum-likelihood (ML) segmentation and the number of segments was selected using a modified Bayesian Information Criterion (BIC) that is adapted for segmentation problems (Zhang and Siegmund, 2007).

To validate our method, we determined copy number from capture sequencing data derived from nine breast cancer cell lines that had previously been analyzed with single nucleotide polymorphism (SNP) genotyping arrays (Forbes et al., 2010). One major challenge in determining copy number from sequencing data is that the level of coverage varies greatly between different regions. Using a proportionality model overcomes this problem and produces far fewer outliers than approaches that use the ratio between a test and control sample. The proportionality model is also able to handle homozygous deletions, which are problematic for methods which use log-ratios (Deng, 2011; Lonigro et al., 2011; Sathirapongsasuti et al., 2011).

Overall, we found that the proportionality model (PropSeg, for proportionality based segmentation) outperformed ratio and log-ratio-based methods for copy number determination, produced the best correlation to SNP array data and the lowest number of false-positive breakpoints with an equivalent recall. In the following sections, we describe the details of the statistical model and the associated inference scheme.
1.1 Some modeling considerations

The general purpose of our model is to infer CNAs from capture sequencing data collected for a test sample. Rather than inferring the copy number for each and every bait, we look for segments (sets of consecutive baits) along the genome that seem to have the same copy number. This process involves two key steps that inform one another: (i) segmenting the genome into an optimal number of regions such that the copy number in every segment is approximately constant (i.e. identifying breakpoints) and (ii) exploiting the fact that when this segmentation is available, many positions in the same segment have approximately the same copy number which provides more robust estimates.

1.1.1 A need for normalization A simple approach to estimate the copy number at a given position on the genome is to consider the coverage of the test sample as an estimator. However, in capture sequencing, this is not an efficient approach as some baits tend to capture more reads than others, which is vividly illustrated in Figure 1A and B. In Figure 1A, we plot the measurements from two different normal germline samples (normals) using the same bait library. The copy number in germline samples should assume a single constant value across all positions, excluding the sex chromosomes. We observed a large range of coverage values, which confirmed that the sequence composition of the baits has a significant influence on sequence coverage obtained after capture (Gnirke et al., 2009). Although there was a large range in coverage between different baits, these values were highly correlated between different normal controls. Using three different normal samples, the pair-wise comparison always produced a Pearson correlation $>0.977$. The high level of reproducibility allows us to normalize for capture efficiency bias, but this depends on having a good estimate of the coverage in normal samples. To this end, we took the average of several normal samples as reference. This averaging will smooth copy number polymorphisms present in the reference samples. However, our ability to detect cancer-related alterations will remain unchanged.

1.1.2 Modeling bait order rather than the distance between baits The density between baits is extremely variable; they may be as close as a few base pairs (bp) or be separated by many millions. In copy number analysis, some have proposed to model the genomic distance between two data points arguing that one is more likely to find a break between distant genomic positions than between proximal positions (Marioni et al., 2006). This is probably true across a large collection of samples when assuming that breaks are more or less evenly distributed across the whole genome. For an individual sample this is less applicable, as true breaks are at given positions and cannot be considered as random events. Moreover, the fact that breaks are more likely to occur between distant data points would increase the likelihood of finding breaks in regions of the genome where we have very few baits and diminish our chances of finding breaks in regions where we have many baits (where we should have more power to precisely locate breaks). In terms of visualization of the data, considering the order of the baits rather than the genomic location arguably gives a better impression of the quality of the data (Fig. 1C and D). For these reasons, we only consider the order of the baits and not the genomic distance between them.

1.1.3 Proportionality, ratio, difference and log-ratio The ultimate goal of copy number analysis is to identify those regions of the genome where the copy number is constant. The simplest approach to this problem is to summarize the information for every bait by taking the ratio between test and normal sample coverage and then looking for changes in the ratio along the genome. However, the ratio approach results in a loss of absolute coverage values. For example, if we observe 100 reads in the test sample and 50 in the normal sample it is much more likely to represent a real difference in copy number, when compared with a value of 2 reads in the test sample and 1 read in the normal, although they have the same ratio (2:1). The ratio approach is also plagued by outliers; for baits with low normal coverage, a small variation in the test sample leads to a drastic change in the ratio. The two baits shown as red triangles in Figure 1B-D illustrate this problem on real data.

A log-ratio approach is also commonly used for array CGH data and was also recently proposed to derive copy number from
exome sequencing data (Deng, 2011; Lonigro et al., 2011; Sathirapongsasuti et al., 2011). As for the ratio approach, using the log-ratio approach for sequencing data results in a loss of absolute coverage values. Furthermore, the log-ratio is not defined for regions that have no coverage. This is an important distinction, because regions that have no coverage may indicate a homozygous deletion.

To limit the influence of outliers, some have proposed thresholding to remove baits that have low coverage (Sathirapongsasuti et al., 2011). ExomeCNV applies a strict cutoff in which every base should be read 15 times (this corresponds to a coverage of 0.3 (15/50) if the reads are 50 bp long; we divide by 50 as ExomeCNV counts every bp on a read whereas we count a complete read only once.). All baits below this cutoff are discarded from the analysis. This is not desirable, as it limits the sensitivity to detect deletions. In an extreme case, a region with an average of 100 reads in the control and zero reads in a tumor will be overlooked. To illustrate this point, we considered the E-cadherin gene (CDH1), which is partially deleted in the HCC2218 cell line (this deletion is also detected using SNP 6.0 arrays). In HCC2218 cells, seven consecutive baits in CDH1 have zero reads and two additional baits have fewer than three reads (Fig. 2). Thus, for the smallest possible threshold (0) seven baits are discarded by ExomeCNV. Importantly, six of these seven baits have >497 reads in normal samples. For any threshold >0.0055 coverage, the two remaining baits are also discarded. This threshold roughly corresponds to a cutoff of 0.275 in ExomeCNV as the read length is 50. Thus, for its standard cutoff ExomeCNV cannot detect this alteration. This clearly illustrates that discarding baits with zero reads results in a loss of useful information and also suggests that choosing an optimal threshold is not trivial. (Also see Supplementary Figure S3, which shows the percentage of reads retained as a function of a fixed threshold.)

Another frequently used solution to overcome the log(0) problem is to add a small constant (β > 0 ) to both the control (x) and test counts (Y) and segment the quantity \( \log\left(\frac{Y + \beta}{x + \beta}\right) \). However, in a region where the copy number ratio is constant \( \frac{Y}{x} = \alpha \), the corresponding value of \( \log\left(\frac{Y + \beta}{x + \beta}\right) = \log(\alpha x + \beta x + \beta) \) is clearly only constant when \( \alpha = 1 \) or when \( \alpha \neq 1 \) and \( x \) is constant in that region. Thus, from a modeling perspective, looking for regions with constant \( \log\left(\frac{Y + \beta}{x + \beta}\right) \) is not a desirable approach.

One could also think of taking the difference between the test coverage and the normal coverage as a measure of copy number variation. However, it is quite clear that this difference is not necessarily constant in a region where the underlying copy number ratio is constant. Hence, this model is not suitable either.

To avoid the loss of information and the outlier problems, we model the test coverage as a function of the normal coverage. To be specific, we assume that within a segment, the test coverage can be predicted efficiently by multiplying the normal coverage by a proportionality coefficient. In the remainder of the article, we will demonstrate the superior properties of this approach, both from a theoretical perspective as well as in terms of performance on real data.

2 METHODS

2.1 Capture protocol

DNA was extracted from a panel of nine cell lines including MDA-MB-453, HCC2218, MDA-MB-134-VI, ZR-75-30, OCUB-M, MDA-MB-468, HCC1187, BT-474 and CAMA-1. Paired-end (PE) fragment libraries were prepared using a genomic DNA library preparation kit (Illumina). Briefly, 3 μg of DNA was fragmented to an average size of 150 bp using a Covaris S220 sonicator. DNA fragments were end-repaired and A-tailed, linkers were added by ligation and the fragments were enriched by polymerase chain reaction (PCR). Libraries were amplified with six cycles of PCR using Herculase II polymerase and P5/P7 primers supplied in the SureSelect kit (Agilent). The libraries were hybridized to the SureSelect Human Kinome bait library according to the manufacturer’s protocol (Agilent). After stringent washing, the captured DNA was amplified with an additional 12 cycles of PCR and an index was incorporated to facilitate pooling. The size and concentration of captured DNA was assessed using a 2100 Bioanalyzer (Agilent). Enriched libraries were pooled so that six samples were included in each lane. Sequencing was performed on a GAIIx (Illumina) using a 2 × 50 bp PE protocol. All reads were filtered for quality and aligned to the human genome (GRCh37/hg19) using BWA. Only unique pairs with mapping quality >20 were retained for allele calling and coverage assessment.

2.2 SNP 6.0 data from the Sanger

Affymetrix SNP6.0 data were obtained from the Cancer Cell Line Project, part of the Catalogue of Somatic Mutations in Cancer (Forbes et al., 2010). The analysis and interpretation of the primary data are solely our own.

2.3 Statistical model

In this section, we describe the details of our proportionality statistical model (P). We consider one test sample and one chromosome at a time.
with \( n \) baits ordered along the genome. For each bait, \( i \in \{1, \ldots, n\} \), we determine

- \( Y_i \), the number of reads mapping to bait \( i \) in the test sample divided by the total number of reads for the test sample and divided by the length of the bait.
- \( X_i \), the number of reads mapping to bait \( i \) in the normal sample divided by the total number of reads for all normal samples and also divided by the length of the bait.

In what follows, we assume the \( X_i \) to be fixed (as opposed to random). We can make this assumption as the \( X_i \) are obtained as the average of several reference samples and are thus known with a higher precision than the \( Y_i \).

We denote the number of segments by \( K \). The breakpoints are denoted by \( t_0, t_1, \ldots, t_K \) with the convention that \( t_0 = 0 \) and \( t_K = n \). The \( k \)-th segment, \( r_k \), is defined as \( \{t_{k-1} + 1, \ldots, t_k\} \). The set of all possible segmentations in \( K \) segments is defined as \( \mathcal{M}_K \). A particular segmentation of \( M_K \) is denoted by \( m \) and it consists of \( K \) segments denoted by \( r \). The number and positions of breakpoints are unknown and need to be inferred from the data. In each of these segments, the proportionality ratio \( (\alpha_r) \) between the test coverage \( (Y_i) \) and the normal coverage \( (X_i) \) is expected to be constant. Figure 1 gives an example of the relation between the test and normal count in the case where there is some copy number variation. We propose the following statistical model \( (P) \) to model this behavior:

\[
\forall i \in r \quad Y_i = \alpha_r X_i + \varepsilon_i, \quad \varepsilon_i \text{i.i.d and } \varepsilon_i \sim N(0, \sigma^2).
\]

A slightly more complex model is to consider an error-in-variable regression. In this model, the measurement is a random variable and is thus denoted with a capitalized symbol \( (X_i) \). This model can be written as

\[
\forall i \in r \quad Y_i = \alpha_r X_i' + \varepsilon_i, \quad \varepsilon_i \text{i.i.d and } \varepsilon_i \sim N(0, \sigma^2),
\]

\[
\forall i \in r \quad X_i = \alpha_r' + \varepsilon_i', \quad \varepsilon_i' \text{i.i.d and } \varepsilon_i' \sim N(0, \sigma^2).
\]

All \( \varepsilon_i \) and \( \varepsilon_i' \) are independent. For the sake of simplicity, we do not consider this model in the rest of this article. From a modeling perspective, this error-in-variable regression is more appropriate for cases where only a single test sample is available.

2.3.1 Recovering the ML segmentations in 1 up to \( K_{\text{max}} \) segments

If the positions of the segments \( (t_0, t_1, \ldots, t_K) \) are known, inference on the proportionality coefficients \( (\alpha_r) \) is straightforward. Specifically, for a given segment \( r \), and by using ML estimation, we obtain

\[
\hat{\alpha}_r = \frac{\sum_{i \in r} Y_i}{\sum_{i \in r} X_i} \quad \text{and} \quad \hat{\sigma}^2 = \frac{\sum_{i \in r} (Y_i - \hat{\alpha}_r X_i)^2}{n}.
\]

Inferring the number of segments as well as their positions is a more difficult issue, as the number of possible segmentation is very large. There are \( \binom{n + K}{K} \) possible ways to segment a sequence of \( n \) points in \( K \) segments. Even for a small datasets with \( n=100 \) and for a relatively small number of segments \( K=10 \) this is already quite a large number as \( \binom{110}{10} = 1.73 \times 10^{12} \). Thus, a brute force strategy is prohibitive.

The best segmentation in \( K \) segments is the segmentation with the smallest estimated variance. In other words, we look for the segmentation \( m \) such that \( \sum_{i \in r} (Y_i - \hat{\alpha}_r X_i)^2 \) is minimal. If we define the cost of a segment \( c(r) \) as \( c(r) = \sum_{i \in r} (Y_i - \hat{\alpha}_r X_i)^2 \), the cost of a segmentation \( C(m) \) can be written as the sum of the costs of its segments: \( C(m) = \sum_{i \in r} c(r) \). From this, we obtain that any sub-segmentation of an optimal segmentation is also optimal and can be derived in a \( \Theta(Kn^2) \) time and \( \Theta(Kn^2) \) space dynamic programming algorithm following the work of Guédon (2008).

2.3.2 Choosing the number of segments

Once we have recovered the best ML segmentations in 1 up to \( K_{\text{max}} \) segments, we are still faced with the task of choosing the ‘optimal’ segmentation. Just considering the likelihood is not sufficient as the likelihood increases with the number of breakpoints and one will always select the solution with \( K_{\text{max}} \) segments. Many criteria have been proposed to achieve a trade-off between model complexity (here the number of segments) and goodness of fit. However, model selection criteria such as BIC (Schwarz, 1978) are not well adapted for segmentation problems, since in segmentation problems, the model complexity is exponential with the number of data points (see Birgé and Massart, 2006) resulting in a tendency to overestimate the number of segments (Zhang and Siegmund, 2007). In addition, application of the BIC to segmentation problems is not theoretically justified because it assumes that the likelihood is three times differentiable with respect to the parameters (Lebarbier and Mary-Huard, 2007; Rigaill et al., 2011; Zhang and Siegmund, 2007). In segmentation problems, this is obviously not the case as the positions of breakpoints are discrete. Thus, we decided to use the modified BIC criterion (Zhang and Siegmund, 2007), which is specifically adapted for segmentation problems. To be specific, we used the formula given in Theorem 2 of Zhang and Siegmund (2007) and replaced \( S_{\text{BIC}} \), \( S_{\text{SSS}} \) and \( S_{\text{SS}} \) by their counterpart in our proportionality model (the segmentation in the mean model and our proportionality model have the exact same number of parameters).

2.4 Bias and variance of estimators

We assessed the bias and variance of our estimators of the copy number ratio for a segment using either the proportionality or the ratio model \( (R) \). The ratio model can be written as follows:

\[
\forall i \in r \quad Y_i/X_i = \alpha_r + \varepsilon_i', \quad \varepsilon_i' \text{i.i.d and } \varepsilon_i' \sim N(0, \sigma^2).
\]

Under the ratio model, for a given segment \( r \), the ML estimator of \( \alpha_r \) is

\[
\hat{\alpha}_R = \frac{1}{n_r} \sum_{i \in r} Y_i/X_i,
\]

where \( n_r \) is the number of baits in segment \( r \). We compared the biases and variances of \( \hat{\alpha}_R \) and \( \hat{\alpha}_P \) under the ratio \( (R) \) and proportionality \( (P) \) models. None of the following results depend on the assumption of normality of the error.

Using the linearity of the expectation, under both models \( \hat{\alpha}_P \) and \( \hat{\alpha}_R \) are unbiased, meaning that \( E(\hat{\alpha}_P) = E(\hat{\alpha}_R) = \alpha_r \). Under \( P \), using the fact that \( \varepsilon_i \) are independent, we get that

\[
V_P(\hat{\alpha}_P) = \frac{\sigma^2}{\sum_{i \in r} x_i^2} \quad \text{and} \quad V_P(\hat{\alpha}_R) = \frac{\sigma^2}{\sum_{i \in r} x_i^2} \sum_{i \in r} (1/x_i)^2.
\]

As the arithmetic mean is always higher than the harmonic mean, we obtain that under \( P \), \( V(\hat{\alpha}_P) \) is always smaller than \( V(\hat{\alpha}_R) \). Assuming that \( R \) is true and using the fact that \( \varepsilon_i' \) are independent, we get that

\[
V_R(\hat{\alpha}_P) = \frac{\sigma^2}{\sum_{i \in r} x_i^2} \quad \text{and} \quad V_R(\hat{\alpha}_R) = \frac{\sigma^2}{n_r}.
\]

Expanding \( \sum_{i \in r} (x_i^2 - \bar{x}_r^2)^2 \geq 0 \) we get

\[
\sum_{i \in r} x_i^2 \geq \bar{x}_r^2/n_r.
\]

Thus, under \( R \), \( V(\hat{\alpha}_R) \) is always smaller than \( V(\hat{\alpha}_P) \).

Summarizing, if the proportionality model is true, the proportionality estimator is better than the ratio estimator and vice versa. However, what is more interesting is to compare improvement of the proportionality estimator over the ratio estimator under \( P \) and the improvement of the ratio estimator over the proportionality estimator under \( R \). In this
2.5 Comparison to other methods

We compared our approach with a recently proposed method for copy number variation (CNV) detection from exome sequencing data (ExomeCNV; Sathirapongsasuti et al., 2011) which segments the log-ratio between the test and normal coverage. All parameters of ExomeCNV were set to standard values. We tested the standard cutoff of 15 and also a cutoff of 0; the minimum cutoff one can choose as it is required to have strictly positive values for the log transformation. We also compared our approach with the segmentation of the ratio using CBS (Oshen et al., 2004; Venkatraman and Oshen, 2007) and CGHseg (Picard et al., 2005, 2007, 2011). We ran CBS and CGHseg on the coverage ratio and the square root of the ratio with or without a smoothing for obvious outliers using the ‘smooth.CNA’ function from the DNAcopy package (as recommended in the DNAcopy package). In total, we thus have four variants of CBS and four variants of CGHseg. Finally, we ran our approach on the raw coverage data ($Y_i$ and $s_i$) and also on the square root-transformed coverage ($\sqrt{\bar{Y}_i}$ and $\sqrt{s_i}$). We used the square root transform as it represents a simple way to stabilize the variance. Overall, we tested 12 different methods: (i) cbs: cbs on the raw ratio coverage; (ii) cbs-out: cbs on the raw ratio with the smoothing of outliers; (iii) cbs-sqrt: cbs on the square root-transformed ratio coverage; (iv) cbs-sqrt-out: cbs on the square root-transformed ratio with the smoothing of outliers; (v) cghseg: cghseg on the raw ratio coverage; (vi) cghseg-out: cghseg on the raw ratio with the smoothing of outliers; (vii) cghseg-sqrt: cghseg on the square root-transformed ratio coverage; (viii) cghseg-sqrt-out: cghseg on the square root-transformed ratio with the smoothing of outliers; (ix) exomecnv-0: ExomeCNV with a threshold of 15; (x) exomecnv-15: ExomeCNV with the lowest threshold of 0; (x) propseg: our approach on raw test and normal coverage and (xi) propseg-sqrt: our approach on square root test and normal coverage. For all methods, we started with the same table with the number of read per baits or the number of read per baits normalized for bait length (i.e. per base) for normal and test samples.

2.5.1 Comparison to Affymetrix SNP 6.0 data

To validate our approach, we compared the predicted copy number ratio to results obtained using SNP genotyping (Affymetrix SNP 6.0). For the comparison, we used the SNP 6.0 data to construct pseudo SNP 6.0 bait profiles for every bait position ($s_i$). More specifically, for each cell line, if we could find one or more probes matching baits $i$, we set the pseudo bait count to the average of these probes. Otherwise, we set the pseudo count to the intensity of the closest SNP 6.0 probe. For the capture data, we consider the 12 different approaches described above as well as the following baseline approaches for estimating copy number: (1) the raw test sample coverage; (2) the raw and square root-transformed ratio between test and normal coverage, with and without smoothing the most obvious outliers. This resulted in 17 profiles derived from the capture data. We then computed the Euclidean distance between the pseudo SNP 6.0 bait profiles and each of these 17 profiles for the nine different cell lines. We also ran a simple regression model to assess the Pearson correlation, as well as the slope and origin between the pseudo SNP 6.0 bait profiles and the obtained bait profiles. A desirable approach should obtain a small Euclidean distance, a high correlation, an intercept of zero and unit slope. We also segmented the SNP 6.0 data using CBS after the removal of outliers and assessed the ability, in terms of precision and recall, of the different approaches to recover change points found with SNP 6.0 data. CBS is already used by exomecnv-0, exomecnv-1, cbs, cbs-out, cbs-sqrt and cbs-out-sqrt so this evaluation criterion is likely to favor these approaches.

3 RESULTS

3.1 Computational time

10 723 baits were targeted in our experiments, with a maximum of 1157 baits per chromosome. The run-time for the dynamic programming algorithm for both the raw and square root-transformed coverage over all samples with a 2.53 Ghz laptop with 4 GB of RAM was 228s. This results in an average time per sample with either the raw or square root-transformed coverage of 228/(18/2) = 7.1s.

3.2 Proportionality and ratio estimators

We have already shown (Section 2.4) that both models are unbiased estimators. In addition, we have shown (by comparing the variances of the estimators) that, under the ratio model (R), the ratio estimator is better than the proportionality estimator and vice versa. We compared improvement of the proportionality estimator over the ratio estimator under the proportionality model (P) and the improvement of the ratio estimator over the proportionality estimator under R.

To this end, we picked, at random, segments along the genome and computed the ratio between the variance of the ratio and proportionality estimators under P. For the same segments, we also computed the ratio between the variance of the proportionality and ratio estimators under R. The results are depicted in Figure S4 of Supplementary Materials. In summary, the relative variance of $\hat{\alpha}_R$ and $\hat{\alpha}_P$ under $P$, $V_P(\hat{\alpha}_R)/V_P(\hat{\alpha}_P)$, is usually much larger than the relative variance of $\hat{\alpha}_P$ and $\hat{\alpha}_R$ under R. When the true model is R, the proportionality estimator is off, but it is off by a dramatically smaller margin than the margin by which the ratio estimator is off in the case when P is correct. More precisely, $V_P(\hat{\alpha}_R)/V_P(\hat{\alpha}_P)$ varies from 1 to roughly 10^5 whereas $V_R(\hat{\alpha}_P)/V_R(\hat{\alpha}_R)$ only varies from 1 to 5. Furthermore, the advantage of the proportionality estimator was found to be higher than the advantage of the ratio estimator in 228 596 out of 230 000 (99.4%) of the simulations. In the end, no model is perfect, but it is worthwhile to consider the huge gains in accuracy that can be obtained with the proportionality estimator, especially when the corresponding model is closer to reality.

3.3 Comparison to other methods

3.3.1 Outliers

For all samples in both cell line datasets, we ran 12 different methods. We then flagged segments with fewer than three baits and assessed the coverage of these baits in normal samples. We call these segments with fewer than three baits outliers. In addition, to aid the comparison between methods, we excluded all baits that are discarded by ExomeCNV due to a zero count. Figure 3 shows that for Dataset 2 the ratio approach using CBS or CGHseg tends to call baits with very low-intensity values ($s_i$) as outliers. Indeed, outliers detected by these methods have a mean normal coverage significantly smaller than the mean normal coverage of all baits denoted by ‘All’ in Figure 3 ($P < 0.0013$ using a Student t-test or Wilcoxon test for all pair-wise comparisons).

Looking at the median in Figure 3, it would seem that the 16 outlier-baits of exomecnv-0 are not biased toward low coverage baits and the difference between all baits and that the
outlier-baits detected by exomecnv-0 are not significantly different from the other best performing methods based on a t-test or Wilcoxon test. However, a closer look reveals that the boxplot is highly asymmetric and that the first quartile is quite low. To assess the importance of this skewing, we resampled 16 baits out of the complete set of baits, computed their mean and repeated this 1 million times. We obtained a mean smaller than the mean of exomecnv-0 in 6465 of the million resamplings. This demonstrates the outlier-baits of exomecnv-0 are biased toward low normal coverage.

The three remaining methods propseg, propseg-sqrt and exomecnv-15 are not significantly different from the mean normal coverage (using either a t-test, wilcoxon test or our permutation scheme). Importantly, propseg and propseg-sqrt do not remove any low coverage baits of the analysis whereas exomecnv-15 does.

3.3.2 Comparison with SNP 6.0 data

We established pseudo copy number profiles from SNP 6.0 data for each cell line (detailed in Section 2), and used these profiles to assess the performance of each method for detecting CNVs from capture data. Figure 4 shows, for one cell line, the capture data segmented with propseg-sqrt compare with the result obtained on SNP 6.0 data using CBS. We then computed the mean Euclidean distance between the different capture approaches and the estimate derived from SNP 6.0 data. The results of ExomeCNV were transformed using the function $x \rightarrow \sqrt{2^x}$. This transformation drastically reduced the Euclidean distance between SNP 6.0 data and ExomeCNV results and also improved the correlation. The results with or without the transformation $x \rightarrow 2^x$ can be found in Supplementary Figures 1 and 2. The mean Euclidean distance of propseg-sqrt was found to be smaller than all other approaches on average (Fig. 5A and B). These differences were found to be significantly different from other methods (Wilcoxon test), except for cbs-sqrt, cbs-sqrt-out and propseg. The Pearson correlation between propseg-sqrt and SNP 6.0 data was higher than all other approaches (Fig. 5C and D). These differences were found to be significant except for cbs-out and cbs-sqrt-out. The intercept of the regression of the propseg-sqrt result on the SNP 6.0 data was smaller and closer to zero than all other approaches. These differences were found to be significant except for cbs-out and cbs-sqrt-out. The slope of the regression of the propseg-sqrt result on the SNP 6.0 data was larger and closer.
Fig. 5. Comparison of approaches based on Euclidean distance, Pearson correlation precision and recall. Box-plots of the Euclidean distance (A) and the Pearson correlation (C) between capture data and the raw SNP 6.0 data for all approaches. Box-plots of the differences in Euclidean distance (B) and Pearson correlation (D) between propseg-sqrt and all other approaches. Box-plots of the precision (E) and recall (F) of the different approaches with respect to the CNAs identified using CBS on the SNP 6.0 data. A full description of the different approaches can be found in the Section 2.5. The white box-plots represent a number of baseline benchmarks. These are, the raw test sample coverage (raw), the raw ratio with or without the smoothing of obvious outliers (ratio and ratio-out). The square root-transformed ratio with or without the smoothing of obvious outliers (ratio-sqrt and ratio-sqrt-out) are represented by the fourth and fifth boxplots from the left, respectively.
to one than all other approaches. These differences were found to be significant for all approaches.

Finally, we looked at the ability of the different methods to recover breaks identified with SNP 6.0 data using CBS (Fig. 5E and F). We found that propseg-sqrt had, on average, the highest precision (number of true positives as a proportion of predicted CNAs). These differences were found to be significant except when compared with propseg. The improvement of propseg-sqrt over cbs-sqrt-out, exomecnv-0 and exomecnv-15 is 18.4, 12.7 and 12.4%, respectively.

We found that only cghseg, cghseg-sqrt and cghseg-out achieved a significantly better recall than propseg-sqrt. The average improvements in terms of recall are 4.1, 0.9 and 3.5%, respectively. However, this modest improvement in recall came at a dramatic decrease in precision. The corresponding average decrease in precision are 39, 33 and 32%, respectively. In terms of recall, propseg-sqrt was found to be significantly better than cbs and cbs-sqrt. We detected no difference with other methods. However, propseg-sqrt was found to be better or equivalent to cbs-out, cbs-sqrt-out, exomecnv-0, exomecnv-15 in, respectively, three, four, six and seven out of the nine cell lines.

Based on this cell line dataset, we conclude that propseg-sqrt is in better agreement with the SNP 6.0 data than exomecnv-0 or exomecnv-15 in terms of Euclidean distance and Pearson correlation (Fig. 5 and Supplementary Materials). It also achieves a 12% improvement in terms of precision without loss in terms of recall.

4 DISCUSSION

4.1 Statistical testing approach for the identification of gains and losses

The main focus of our work was to predict the copy number ratio for a given region. Yet, very often, one is also interested in the simpler problem of detecting (calling) gained and lost regions. Our model reduces the complexity of the data as all gains (respectively, all losses) are treated similarly. Nonetheless, our model can be used to call gains and losses: for a given segmentation, our model is a linear model and testing whether the proportionality coefficient of each segment is different from one is straightforward (in fact, we implemented this simple approach in our code).

This is a slightly different approach than what is often used for DNA copy number analysis of CGH or SNP arrays. Indeed, for CGH, a classification approach incorporating the existence of different classes of gains and losses in the model is often used (see, for example Fridlyand, 2004; Picard et al., 2007). However, the number of classes is typically unknown a priori and needs to be inferred from the data. Furthermore, very often there is a class imbalance problem as the normal regions are much more abundant than both gains and losses. In comparison, our testing approach is simpler. However, this test needs to be further refined as it does not account for the fact that the segmentation is estimated. Arguably, from a biological perspective, one is typically interested in detecting regions that show clear evidence of being different from normal (two copies) which perfectly fits with the statistical testing paradigm.

To the best of our knowledge, all methods proposed for capture sequencing data do not take the discrete nature of the data into account. Sathirapongsasuti et al. (2011); Deng (2011) and Longiro et al. (2011) all used CBS, which was developed for continuous CGH data, and in our model we also assumed the error to be normal. For low coverage regions, this is a problem. From a modeling perspective, this could be taken into account using a Poisson or binomial negative distribution; however, this leads to an increase in the complexity of the model selection part.

We applied our new methodology to estimate DNA copy number from capture sequencing data. Our model explicitly takes into account the fact that we have two channels, one being the test sample and the other one the mean of a set of reference samples. This situation is not specific to capture sequencing data and is also encountered in CGHarray, SNPArray and full genome sequencing copy number analysis. We believe that our approach is particularly relevant for sequencing technologies because it gives low-weights to low-intensity regions which are problematic. Nonetheless, our approach could also be applied to array data.

In this article, we proposed a statistical method for the analysis of DNA copy number variation and illustrate its performances using capture-sequencing data. Rather than calculating a ratio, or log-ratio, we used a proportional model to compare normal coverage and test coverage. We have shown that the ratio approach suffers from outliers while our approach overcomes this problem. Furthermore, our approach has a higher similarity (measured with both the Euclidean distance and correlation) with results obtained with a different technology (Affymetrix SNP 6.0) than the recently proposed ExomeCNV (Sathirapongsasuti et al., 2011). Modeling the ratio or the log-ratio of the coverage is the most convenient choice as most methods for SNP or CGH arrays input this type of profile. However, by combining the two measurements (test and control) in a single value, there is loss of information and low values in the control sample result in outliers. We therefore advocate the approach where both measurements are modeled.

We used a quadratic time algorithm to recover the best segmentation of the data. For capture sequencing technology, it is not a problem as the number of baits per chromosome are relatively limited. However, with the improvement of the technology and for higher density technologies, the quadratic complexity could become prohibitive. In that case, the pruned dynamic programming algorithm proposed by Rigail (2010) (available on arxiv) should be able to recover the best segmentations much faster.

There is only a single parameter to calibrate with our approach, namely the maximum number of breakpoints ($K_{\text{max}}$) the dynamic programming algorithm will be looking for. This parameter is relatively easy to calibrate as one can quite easily choose $K_{\text{max}}$ large enough to ensure that the optimal $K$ is most probably smaller.

DNA capture datasets focus sequencing efforts on a genomic region of interest and can be effectively used to detect single-nucleotide variants, small insertions or deletions and CNAs. As these types of datasets will be increasing dramatically in the near future, methods for detecting CNAs in sequencing data are urgently needed. Here, we present a sound and highly competitive statistical modeling approach for detecting CNAs for capture data which overcomes basic limitations in existing approaches.
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