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ABSTRACT

Motivation: Pairwise alignment of protein structures is a fundamental task in structural bioinformatics. There are numerous computer programs in the public domain that produce alignments for a given pair of protein structures, but the results obtained by the various programs generally differ substantially. Hence, in the application of such programs the question arises which of the alignment programs are the most trustworthy in the sense of overall performance, and which programs provide the best result for a given pair of proteins. The major problem in comparing, evaluating and judging alignment results is that there is no clear notion of the optimality of an alignment. As a consequence, the numeric criteria and scores reported by the individual structure alignment programs are largely incomparable.

Results: Here we report on the development and application of a new approach for the evaluation of structure alignment results. The method uses the translation vector and rotation matrix to generate the superposition of two structures but discards the alignment reported by the individual programs. The optimal alignment is then generated in standardized form based on a suitably implemented dynamic programming algorithm where the length of the alignment is the single most informative parameter. We demonstrate that some of the most popular programs in protein structure research differ considerably in their overall performance. In particular, each of the programs investigated here produced in at least in one case the best and the worst alignment compared with all others. Hence, at the current state of development of structure comparison techniques, it is advisable to use several programs in parallel and to choose the optimal alignment in the way reported here.

Availability and implementation: The computer software that implements the method described here is freely available at http://melolab.org/stovca.
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1 INTRODUCTION

An alignment of two protein sequences is completely defined by a set of pairs of amino acids, one from each protein, that are considered to be equivalent or related. On the other hand, an alignment of two protein structures can be considered as a sequence alignment together with the geometric transformation that simultaneously superimposes the Cα atoms of the equivalent amino acid pairs. In fact, for any sequence alignment, the associated optimal transformation is found by minimizing the root mean square (RMS) error of the Cα distances between the equivalent pairs of residues. This unique optimal transformation can be computed efficiently (Kabsch, 1976; Kabsch, 1978; Sippl and Stegbuchner, 1991).

The remaining question is how to get the most suitable or optimal alignment. At the current state of affairs the question is unanswered. The reason is that in the construction of structure alignments, two conflicting goals need to be satisfied. One goal is to maximize the number of equivalent residues, i.e. the length of the alignment, the second is to minimize the associated RMS error. Obviously, one can lower the RMS error at the expense of shortening the alignment, or one can maximize the alignment length on the expense of increasing the RMS error. But it remains unclear what combination of alignment length and RMS value provides the most suitable result in any particular case.

Lacking a clear definition of what constitutes an optimal alignment, structural bioinformatics has created an ever-growing arsenal of computer programs (Hasegawa and Holm, 2009), all dedicated to solve one and the same problem, the pairwise superposition of two protein structures, where each program provides its own numerical criteria and scores to describe the properties of the alignments obtained. From a user’s point of view, the situation is most confusing. Research on protein structure requires structure alignment tools, but it is unclear which programs produce the most valuable results in a given situation and how the results obtained have to be interpreted (Feng and Sippl, 1996; Sippl and Wiederstein, 2008).

Obviously some effort of standardization is required. In what follows, we describe an approach that can be used to compare structure alignments obtained from any program that reports the geometric transformation required to superimpose the two structures. In fact, the transformation, consisting of a translation vector and a rotation matrix, is the essential result of any structure alignment technique. Using the transformation, the structures can be superimposed and, from the superimposed structures, alignments can be constructed.
to compute standardized structure alignments and the associated alignment length. As we demonstrate below, this standardized alignment length, which is optimal when obtained with a dynamic programming algorithm on some defined parameters, is a most convenient measure for the comparison and ranking of structure alignment results (Sippl, 2008; Sippl and Wiederstein, 2012).

2 METHODS

2.1 Benchmark dataset

A total of 215 protein structure pairs from HOMSTRAD database (Mizuguchi, et al., 1998) were used in this work. These were obtained after applying the following filters to the 938 pairs available at this database (September 2010 release): (i) individual chains must have a length in the range of 100–150 residues; (ii) the percentage of sequence identity must be ≥25% and (iii) the structural overlap is ≥75%. The percentage sequence identity and the structural overlap were calculated from the optimal structural alignments extracted from the HOMSTRAD superpositions exactly as described in Section 2.3. The final list with the selected 215 protein structure pairs is available as supplementary data at: http://melolab.org/sup-mat.html.

2.2 Structure superposition methods

Seven protein structure superposition tools were tested and compared in this work: DALI (Holm, 2000), CE (Shindyalov and Bourne, 1998), MUSTANG (Konagurthu et al., 2006), SALIGN (Madhusudhan et al., 2009) as implemented in MODELLER (Sali and Blundell, 1993), TMALIGN (Zhang and Skolnick, 2005), MAMMOTH (Ortiz et al., 2002) and TOPMATCH (Sippl and Wiederstein, 2008). All these tools were used with their default parameters. In the case of TOPMATCH, the possibility to generate the superpositions of structures with permuted sequences was turned off, and only the first superposition reported by this software was considered (i.e. TOPMATCH reports the 10 best structure superpositions found, ranked by alignment length).

2.3 Calculation of optimal structure alignments

A computer software, called STOVCA, was implemented to calculate the optimal structure alignment according to defined parameter values for a given structure superposition pair previously generated by any structure superposition software. The optimal structure alignment is the one with the largest number of equivalent residues between the two superposed structures for a fixed maximum RMS value (i.e. distance threshold to define the equivalent residue pairs). STOVCA does not alter the atomic coordinates of the input structure superposition pair and reports as an output the optimal structure alignment, along with some similarity measures calculated from it. The software relies on a Smith–Waterman dynamic programming algorithm with an affine gap penalty model (Durbin et al., 1998; Ibarra and Melo, 2010; Smith and Waterman, 1981) that optimizes the structure alignment length (i.e. total number of equivalent residues) between two previously superposed structures.

In the description of structure alignments, we call the first structure the query (q) and the second structure the target (t). The structure alignments can be characterized by a small set of parameters. The most significant of these is the alignment length, which we call absolute similarity or $S(q,t)$ (Sippl, 2008). The value of $S(q,t)$ depends on the following parameters that affect the outcome of the dynamic programming algorithm: o (gap-opening penalty), e (gap-extension penalty), m (matched pair score), u (unmatched pair score), t (distance threshold) and the set $\{A\}$ (the list of atom types) used to define the equivalent residues. An equivalent position between two residues in the superposed structures is assigned when all corresponding atom pairs (i.e. with the same atom name) from the set of atom names defined in $\{A\}$ are found at a distance equal or smaller than t Angstroms in three-dimensional space.

In addition to $S(q,t)$, other structure alignment similarity measures are calculated by STOVCA. One of these measures is the relative similarity or $s(q,t)$, which constitutes a symmetric and global similarity measure (Sippl, 2008):

$$s(q,t) = 100 \times \frac{2 \times S(q,t)}{L_q + L_t},$$

where $L_q$ and $L_t$ are the sequence lengths of the query and target structures, respectively, measured in units of residues (i.e. amino acids, nucleotides). Another similarity measure is the structural overlap or $SO(q,t)$, which represents a measure of local similarity (i.e. the relative cover of the smallest structure with respect to the largest structure in the superposed pair) and is defined by:

$$SO(q,t) = 100 \times \frac{S(q,t)}{\min(L_q, L_t)}.$$

It is noteworthy to mention that $SO(q,t)$ approximates the relative query cover, $c_q = \frac{100 \times S(q,t)}{L_q}$ and the relative target cover, $c_t = \frac{100 \times S(q,t)}{L_t}$ (Sippl, 2008), when the two structures are similar in length, as is the case for most protein structure pairs used in this study. Alternatively, when the two structures are very different in size, $SO(q,t)$ is redundant with either $c_q$ or $c_t$. However, for completeness, these three similarity measures, $SO(q,t)$, $c_q$ and $c_t$, are reported in the output of STOVCA software. Finally, the percentage of sequence identity and the total RMS error (of the atom types defined) of the equivalent residues are also reported by STOVCA from the optimal structure alignment.

2.4 Parameterization of the method

The gap-opening penalty corresponds to the inverse of the smallest fragment length allowed in the alignment, and it is the most important parameter whose value should be modified by the user. Default parameter values of the software, which correspond to those used to calculate the optimal alignments in this work, are the following: $o = -3$, $e = 0$, $t = 3.5$ Å, $m = 1$, $\{A\} = \text{C’u atoms}$ and $u = \text{the largest negative integer representable on a given computer and therefore this value is determined at compile time.}$

The alignment length and the values of the similarity measures described above depend on the optimal structure alignment that is calculated, which in turns depends on the parameter values defined in the dynamic programming algorithm. After carrying out several tests with different combinations of parameter values (i.e. a sensitivity analysis), we found that the most critical parameter was the gap-opening penalty. All calculations of structural alignments reported in this work were obtained with a gap-opening penalty value of $-3$. Changing this value to $-2$ or to $-4$ did not significantly modify the resulting alignments. If this penalty value is further increased to more negative values, the resulting alignments are shorter and more stringent. The user of STOVCA can adapt all parameter values of the algorithm to satisfy specific requirements. However, to preserve the expected behavior of the method, the user should change only the gap-opening penalty ($o$), distance threshold ($t$) and the set of atom types ($\{A\}$).

2.5 Software features and availability

STOVCA generates as an output the corresponding optimal structure alignment and the similarity measures derived from it. Computer scripts for rapid visualization of the calculated structural alignment can be generated for PyMOL and RASMOL molecular graphic software. The current version of STOVCA can be used to calculate the maximum structural overlap from superposed pairs of proteins, RNA molecules and DNA duplexes by adjusting the atom types. STOVCA computer software was written in C++, it is distributed under a LGPL license.
and its binaries for Windows, LINUX and Mac OS X are freely available for download to everyone from our laboratory website located at: http://melolab.org/stovca. For advanced users, STOVCA source code is freely available upon request.

3 RESULTS

3.1 Comparison of program performance

Each of the 215 protein structure pairs in the benchmark set was superposed with DALI, CE, MUSTANG, SALIGN, TMALIGN, MAMMOTH and TOPMATCH. From the resulting structure superpositions, the optimal structural alignments were calculated with STOVCA and their corresponding similarity values computed. Several statistics derived from this data are presented in Table 1. It is noteworthy to mention that all tested software was capable of generating either the best or the worst solution in terms of similarity values for some particular cases. This result is important because the use of a single software tool does not guarantee that the best result will always be achieved. Similarly, a given software tool with a good overall performance can also produce the worst solution in some cases. Therefore, the use of several software tools along with a standardized method to calculate the optimal protein structure alignment like the one described here can be helpful to select the most appropriate solution among a set of alignments produced by various programs. From these data, it is clear that DALI, TMALIGN, TOPMATCH and SALIGN are the more robust among the tested software tools.

These four software tools produce a low number of worst solutions while achieving a high number of best solutions. They also obtain a small deviation from the best solution when they produce the worst solution, and they achieve the highest average over all tested cases. In terms of performance, a second group of software tools consists of CE, MAMMOTH and HOMSTRAD. At the bottom line of performance, MUSTANG generally produces the shortest structural alignments, the lowest average of structural overlap values, the largest difference with the best solution when it produces the worst solution, and the largest count of worst solutions.

3.2 Statistical analysis

Plotting the cumulative distributions of SO values produced by the various software tools reveals this overall trend of performance (Fig. 1). These qualitative trends are confirmed by the statistical analysis of the data (Table 2). The observed performance difference of TOPMATCH, DALI, TMALIGN and SALIGN with other software tools is statistically significant at the 95% confidence level. The analysis of SO correlation factors between different software tools reveals that correlations among the various programs can be small (Table 2).

It is noteworthy to mention that SO values from HOMSTRAD alignments correlate poorly with those obtained from the other software tools tested here (i.e. computed R factors are below 0.61).

3.3 Example cases

To illustrate the large variety of solutions generated when using two independent software tools, we have selected a couple of example cases (Fig. 2). In these examples, the best and worst performing tools for particular protein structure pairs from the benchmark were selected. It is clear that totally different structure alignments are generated in these cases, with one solution being clearly better than the other one. The graphical views of all structure superpositions from our benchmark and their corresponding optimal structure alignments generated in this work are available for detailed 3D inspection as supplementary data at http://melolab.org/supmat/stovca (see Section 2).

A moderate example that illustrates the usefulness of the methodology described here is provided by the comparison of the catalytic domains (i.e. palm domains) of two DNA polymerases: the DNA polymerase I palm domain from *Bacillus Stearothermophilus* (PDB code 1xwl) and the palm domain of DNA polymerase Dpo4 from *Sulfolobus solfataricus* (PDB code 2po4).

<table>
<thead>
<tr>
<th>Method or software</th>
<th>Number of cases</th>
<th>Alignment length loss from best alignment</th>
<th>Average structural overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best/Worst</td>
<td>Cumulative/Average</td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>15/32</td>
<td>1554/7</td>
<td>58.0</td>
</tr>
<tr>
<td>DALI</td>
<td>15/46</td>
<td>820/4</td>
<td>60.8</td>
</tr>
<tr>
<td>MAMMOTH</td>
<td>8/16</td>
<td>1738/8</td>
<td>57.1</td>
</tr>
<tr>
<td>MUSTANG</td>
<td>10/18</td>
<td>3013/14</td>
<td>52.2</td>
</tr>
<tr>
<td>TMALIGN</td>
<td>13/41</td>
<td>733/3</td>
<td>61.2</td>
</tr>
<tr>
<td>TOPMATCH</td>
<td>47/84</td>
<td>529/2</td>
<td>62.0</td>
</tr>
<tr>
<td>SALIGN</td>
<td>35/72</td>
<td>603/3</td>
<td>61.7</td>
</tr>
<tr>
<td>HOMSTRAD</td>
<td>7/19</td>
<td>1821/8</td>
<td>57.0</td>
</tr>
<tr>
<td>Best Value</td>
<td>215</td>
<td>0/0</td>
<td>64.1</td>
</tr>
</tbody>
</table>

Columns with the number of best and worst cases contain the counts where a particular software tool generates the best (numbers after the slash represent the counts when the best result is shared with other software tools) and worst solutions. Cumulative and average alignment length loss represents the sum and average over the 215 superpositions in the benchmark. Last column contains the average SO value for the 215 superpositions in the benchmark. Best Value represents the maximum (structural overlap) or minimum (alignment length loss from best alignment) values obtained with any of the tested software tools and HOMSTRAD for each particular case in the benchmark.
code 2imw). The resulting optimal structure alignments from STOVCA for the superpositions of these two structures with TopMatch and Mustang show SO values of 74 and 66, respectively (Fig. 3). The percentage sequence identity of the structure alignments is 14% for TopMatch and 13% for Mustang. When the structural alignments generated by STOVCA are analysed in detail, it is observed that in the case of TopMatch, the aspartic residues involved in catalysis (Asp-829 and Asp-652 from DNA Pol I; Asp-104 and Asp-7 from DNA Pol Dpo4) are correctly aligned. This is not the case for the structural alignment obtained from the superposition generated by Mustang, where Asp-829 from DNA Pol I is not equivalent with Asp-104 from DNA Pol Dpo4. This specific example of misalignment would have a negative impact in downstream analysis of protein function or protein evolution of DNA polymerases. In this case, the structure alignments generated by STOVCA are able to rank and identify the best structure superposition produced with these two software tools, even though the differences in SO and sequence identity values are not as large as in the previous examples (i.e. shown in Fig. 2). Thus, small differences in the structural alignments can
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**Fig. 1.** Performance comparison. The cumulative distributions of SO values obtained with the seven software tools and HOMSTRAD for the 215 protein structure pairs in the benchmark are plotted. The cumulative distribution of the maximum SO value (MaxSO) among the tested tools is also included. The distribution was calculated by defining homogeneous bins of 5% width in the range 27.5–77.5% SO values. First and last bins also include data below 27.5% and above 77.5%, respectively. Middle bin values are plotted in the x-axis of this graph. Colour version of this figure is available at: [http://melolab.org/stovca](http://melolab.org/stovca)

**Table 2.** Statistical analysis of performance difference

<table>
<thead>
<tr>
<th></th>
<th>CE</th>
<th>DALI</th>
<th>MAMMOTH</th>
<th>MUSTANG</th>
<th>TMALIGN</th>
<th>TOPMATCH</th>
<th>SALIGN</th>
<th>HOMSTRAD</th>
<th>MaxSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>0.75</td>
<td>0.67</td>
<td>0.62</td>
<td>0.78</td>
<td>0.76</td>
<td>0.73</td>
<td>0.53</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>DALI</td>
<td>0.021</td>
<td>0.77</td>
<td>0.73</td>
<td>0.89</td>
<td>0.89</td>
<td>0.82</td>
<td>0.59</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>MAMMOTH</td>
<td>0.653</td>
<td>0.015</td>
<td>0.62</td>
<td>0.81</td>
<td>0.76</td>
<td>0.74</td>
<td>0.44</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>MUSTANG</td>
<td>0.027</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.015</td>
<td>0.68</td>
<td>0.66</td>
<td>0.63</td>
<td>0.61</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>TMALIGN</td>
<td>0.001</td>
<td>0.935</td>
<td>0.003</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.88</td>
<td>0.89</td>
<td>0.58</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>TOPMATCH</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.575</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.575</td>
<td>0.85</td>
<td>0.56</td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SALIGN</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.422</td>
<td>&lt;5 × 10⁻⁴</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.422</td>
<td>0.738</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOMSTRAD</td>
<td>0.356</td>
<td>0.027</td>
<td>0.815</td>
<td>0.048</td>
<td>0.048</td>
<td>0.003</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxSO</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.001</td>
<td>&lt;5 × 10⁻⁴</td>
<td>&lt;5 × 10⁻⁴</td>
<td>0.006</td>
<td>0.008</td>
<td>0.102</td>
<td>&lt;5 × 10⁻⁴</td>
<td></td>
</tr>
</tbody>
</table>

Upper-right triangle: Pearson correlation factors of SO values from all protein structure superposition pairs in the benchmark (n = 215). Lower-left triangle: P-values of Kolmogorov–Smirnov (KS) nonparametric statistical test for the SO values from the 215 protein structure superposition pairs in the benchmark. Bold type font indicates that the observed differences are not statistically significant (α = 0.05).
4 DISCUSSION

As we have demonstrated here, the construction of structural alignments of proteins can be split in two independent parts: (i) the geometric transformation required for the superposition of two structures and (ii) the read-out of the associated sequence alignment from the superimposed coordinates. The transformation captures the performance of a particular protein structure alignment program whereas the read-out of the alignment can be standardized. In this way the geometric transformation is mapped to a single characteristic number, the alignment length, which can then be used to judge the performance of individual methods or to choose the longest alignment from a set of alternatives. Using this approach, we have shown that the various programs investigated here perform quite differently on the benchmark dataset.

On the one hand the programs split in two groups where one group clearly outperforms the other, but at the same time there is no single program consistently producing the optimal alignment. Therefore, depending on the application, it may be advantageous to use several programs in parallel to choose the most appropriate alignment from the ensemble of alternatives reported by the individual programs in each case.

It is important to highlight that the software developed here, called STOVCA, is used only to calculate sequence-based alignments of maximum length from an input pair-wise protein structure superposition generated with another software. The alignment produced by STOVCA is optimal according to the user-provided parameters. Given a fixed set of parameters, the resulting sequence alignments are standardized and thus they can be compared directly.

In benchmarking the various programs, we used single domains of comparable size corresponding to the most basic scenario encountered in protein structure research. In many applications the situation is more complex. Proteins often consist of several domains, contain repeats, the alignment may require permutations in the sequences, and the complete description of the extent of structural similarity of two proteins may require several alternative alignments. We have not addressed these issues here, as only a few programs report a full set of alignments, can handle permutations or multi-domain proteins (e.g. Sippl and Wiederstein, 2012). Therefore, besides the criteria of optimality we have discussed here, the power of a structure alignment program and the quality of the results obtained critically depend on these additional criteria.

Additionally, we have not incorporated in this benchmark any software that carries out flexible protein structure superposition, but only rigid structure superposition. Given that maximum alignment length was the criteria adopted to assess the performance of the structure superposition methods, it would be unfair to use this measure to assess the performance of flexible aligners, which normally produces many short alignments with a low RMS error. Along the same line of discussion, it is also fair to mention that not all the structure superposition software tested here have been optimized to maximize the alignment length. This may explain why on average some software tools perform better than others. The focus of the work presented here is not to compare and rank different structure superposition software but rather to emphasize that in difficult cases the results obtained from the various programs may differ considerably. A reasonable strategy to compare various alignments and to select the best one according to a given measure (like alignment length) is to generate all the alignments in standardized form. This is exactly what the method reported here does. Similar strategies may eventually be developed in the future for alternative measures, thus allowing the comparison of software performance from distinct point of views.

We expect that the use of the method presented here improves the accuracy of structural alignments of distantly related and single-domain proteins, which in turn may have a widespread and positive impact in the study of: (i) sequence-structure relationships in proteins and RNA molecules, (ii) evolutionary relationships in protein families that exhibit a high divergence at the sequence level, (iii) identification of functionally important residues and (iv) classification of protein and RNA structures.
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