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Abstract

Motivation: In recent years, gene expression studies have increasingly made use of high-throughput sequencing technology. In turn, research concerning the appropriate statistical methods for the analysis of digital gene expression (DGE) has flourished, primarily in the context of normalization and differential analysis.

Results: In this work, we focus on the question of clustering DGE profiles as a means to discover groups of co-expressed genes. We propose a Poisson mixture model using a rigorous framework for parameter estimation as well as the choice of the appropriate number of clusters. We illustrate co-expression analyses using our approach on two real RNA-seq datasets. A set of simulation studies also compares the performance of the proposed model with that of several related approaches developed to cluster RNA-seq or serial analysis of gene expression data.

Availability and implementation: The proposed method is implemented in the open-source R package HTSCluster, available on CRAN.

Contact: andrea.rau@jouy.inra.fr

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

The application of high-throughput sequencing (HTS) to the study of gene expression has revolutionized the scope and depth of understanding of the genome, epigenome and transcriptome of dozens of organisms. In particular, the recent use of HTS technologies to sequence ribonucleic acid content (RNA-seq), has rivaled the use of microarrays for transcriptomic studies as it offers a way to quantify gene expression without prior knowledge of the genome sequence by providing counts of transcripts. Although both technologies seem to be complementary (Nagahavachi et al., 2012; SEQC/MAQC-III Consortium, 2014; Wang et al., 2014), RNA-seq can provide information about the transcriptome at a level of detail not possible with microarrays, including allele-specific expression and transcript discovery.

Although a variety of different protocols exist for HTS studies, the same broad preprocessing steps are followed. Namely, if an appropriate genome sequence reference is available, reads are mapped to the genome or transcriptome; otherwise, de novo assembly may be used. After alignment or assembly, read coverage for a given biological entity (e.g. a gene) is subsequently calculated. The quantification of gene expression in RNA-seq data remains an
active area of research (Trapnell et al., 2010), and in this work, we focus on measures of digital gene expression (DGE) (counts). These count-based measures of gene expression differ substantially from data produced with microarrays. For example, RNA-seq data are discrete, positive, and highly skewed, with a very large dynamic range. In addition, due to the sampling nature of sequencing, low precision tends to be observed for weakly to moderately expressed genes (McIntyre et al., 2011). Finally, sequencing depth (i.e. the library size) and coverage vary between experiments, and read counts are known to be correlated with gene length (Łabaj et al., 1998; Jiang et al., 2008). To cluster RNA-seq data, we consider a model-based clustering procedure based on a mixture of Poisson distributions. The data $y$ are assumed to come from $K$ distinct subpopulations (clusters), each of which is modeled separately (McLachlan and Peel, 2000). The overall population is thus distributed under the following mixture:

$$f(y; K, \Psi_K) = \sum_{k=1}^{K} \pi_k f_k(y; \theta_k)$$

where $\Psi_K = (\pi_1, \ldots, \pi_K, \theta')'$, $\theta'$ contains all of the parameters in $\{\theta_k\}_{k=1}^K$ and $\pi = (\pi_1, \ldots, \pi_K)$ are the mixing proportions, with $\pi_k \in (0, 1)$ for all $k$ and $\sum_{k=1}^{K} \pi_k = 1$.

Although a multivariate version of the Poisson distribution does exist (Karlis, 2003), it is difficult to implement, particularly for data with high dimensionality. For this reason, the samples are assumed to be independent conditionally on the components:

$$f_k(y; \theta_k) = \prod_{l=1}^d \prod_{j=1}^p P(y_{ijl}; \mu_{ijlk}),$$

where $P(\cdot)$ denotes the standard Poisson probability mass function and $\theta_k = (\mu_{ijlk})_{ij}$. We note that the conditional independence of components could be considered to be a rather strong assumption. However, this assumption appears to be quite reasonable and is often employed to analyze multivariate categorical data; for instance, the latent class model is a reference model in model-based cluster analysis of categorical data (McCutcheon, 1987). When this conditional independence assumption is not expected to hold, in practice it leads to a larger number of clusters and a more complex mixture model that is still able to adequately fit the data. Moreover, attempts to avoid this assumption are definitively inefficient in high dimension settings.

Each mean $\mu_{ijlk}$ is parameterized by

$$\mu_{ijlk} = \mathbb{E}[Y_{ijl} | \lambda_{ijlk}]$$

where $\lambda_{ij} = y_{ij}$ corresponds to the overall expression level of observation $i$ (e.g. weakly to strongly expressed) as well as a proxy for gene length, and $s_j$ represents the normalized library size for replicate $l$ of condition $j$, such that $\sum_{j=1}^{d} s_j = 1$. These normalization factors take into account the fact that the number of reads expected to map to a particular gene depends not only on its expression level, but also on the library size (overall number of mapped reads) and the overall composition of the RNA population being sampled (Dillies et al., 2012). In particular, larger library sizes result in higher counts for the entire sample. We note that $\{s_j\}_{j=1}^d$ are estimated from the data prior to fitting the model (see Section 2.3 for more details), and like the overall expression levels $w_i$, they are subsequently considered to be fixed in the Poisson mixture model. Note that under these conditions, as the marginal sums are fixed for each gene, the model in Equation (1) is in fact a multinomial mixture model. Finally, the unknown parameter vector $\lambda = (\lambda_{11}, \ldots, \lambda_{dK})$ corresponds to the clustering parameters that define the profiles of the genes in cluster $k$ across all biological conditions.

2 Methods

Let $Y_{ijl}$ be the random variable corresponding to the DGE measure for biological entity $i$ ($i = 1, \ldots, n$) of condition $j$ ($j = 1, \ldots, d$) in biological replicate $l$ ($l = 1, \ldots, q$), with $y_{ijl}$ being the corresponding observed value of $Y_{ijl}$. Let $q = \sum_{l=1}^{d} s_l$ be the total number of variables (all replicates in all conditions) in the data, such that $y = (y_{ijl})$ is the $n \times q$ matrix of the DGE for all observations and variables, and $y_i$ is the $q$-dimensional vector of DGE for all variables of observation $i$. We use dot notation to indicate summations in various directions, e.g. $y_{ij} = \sum_l y_{ijl}$, $y_i = \sum_j y_{ijl}$, and so on.

2.1 Poisson mixture model

To cluster RNA-seq data, we consider a model-based clustering procedure based on a mixture of Poisson distributions. The data $y$ are assumed to come from $K$ distinct subpopulations (clusters), each of which is modeled separately (McLachlan and Peel, 2000). The overall population is thus distributed under the following mixture:

$$f(y; K, \Psi_K) = \sum_{k=1}^{K} \pi_k f_k(y; \theta_k)$$

where $\Psi_K = (\pi_1, \ldots, \pi_K, \theta')'$, $\theta'$ contains all of the parameters in $\{\theta_k\}_{k=1}^K$ and $\pi = (\pi_1, \ldots, \pi_K)$ are the mixing proportions, with $\pi_k \in (0, 1)$ for all $k$ and $\sum_{k=1}^{K} \pi_k = 1$.

Although a multivariate version of the Poisson distribution does exist (Karlis, 2003), it is difficult to implement, particularly for data with high dimensionality. For this reason, the samples are assumed to be independent conditionally on the components:

$$f_k(y; \theta_k) = \prod_{l=1}^d \prod_{j=1}^p P(y_{ijl}; \mu_{ijlk}),$$

where $P(\cdot)$ denotes the standard Poisson probability mass function and $\theta_k = (\mu_{ijlk})_{ij}$. We note that the conditional independence of components could be considered to be a rather strong assumption. However, this assumption appears to be quite reasonable and is often employed to analyze multivariate categorical data; for instance, the latent class model is a reference model in model-based cluster analysis of categorical data (McCutcheon, 1987). When this conditional independence assumption is not expected to hold, in practice it leads to a larger number of clusters and a more complex mixture model that is still able to adequately fit the data. Moreover, attempts to avoid this assumption are definitively inefficient in high dimension settings.

Each mean $\mu_{ijlk}$ is parameterized by

$$\mu_{ijlk} = \mathbb{E}[Y_{ijl} | \lambda_{ijlk}]$$

where $\lambda_{ij} = y_{ij}$ corresponds to the overall expression level of observation $i$ (e.g. weakly to strongly expressed) as well as a proxy for gene length, and $s_j$ represents the normalized library size for replicate $l$ of condition $j$, such that $\sum_{j=1}^{d} s_j = 1$. These normalization factors take into account the fact that the number of reads expected to map to a particular gene depends not only on its expression level, but also on the library size (overall number of mapped reads) and the overall composition of the RNA population being sampled (Dillies et al., 2012). In particular, larger library sizes result in higher counts for the entire sample. We note that $\{s_j\}_{j=1}^d$ are estimated from the data prior to fitting the model (see Section 2.3 for more details), and like the overall expression levels $w_i$, they are subsequently considered to be fixed in the Poisson mixture model. Note that under these conditions, as the marginal sums are fixed for each gene, the model in Equation (1) is in fact a multinomial mixture model. Finally, the unknown parameter vector $\lambda = (\lambda_{11}, \ldots, \lambda_{dK})$ corresponds to the clustering parameters that define the profiles of the genes in cluster $k$ across all biological conditions.
2.2 Inference

To estimate mixture parameters $\Psi_K = (\pi, \lambda_1, \ldots, \lambda_K)$ by computing the maximum likelihood estimate (MLE), an Expectation-Maximization (EM) algorithm is considered (Dempster et al., 1977). The mixture model in Equation (1) is thought of as an incomplete data structure model, with complete data

$$(y, x) = ((y_1, x_1), \ldots, (y_n, x_n))$$

where the missing data are $z = (z_1, \ldots, z_n) = (z_{ik}; i = 1, \ldots, n, k = 1, \ldots, K)$, such that $z_{ik} = 1$ if observation $i$ arises from group $k$ and 0 otherwise. The latent variable $z_{ik}$ thus defines a partition $P = (P_1, \ldots, P_K)$ of the observed data $y$ with $P_k = \{i; z_{ik} = 1\}$.

After initializing the parameters $\Psi_k^{(0)}$ and $\pi^{(0)}$ by a so-called small-EM strategy (Biernacki et al., 2003) (see Section 2.3 for more details), the E-step at iteration $b$ corresponds to computing the conditional probability that an observation $i$ arises from the $k$th component for the current value of the mixture parameters:

$$t_{ik}^{(b)} = \frac{n_{ik}^{(b)} \pi_k \theta_{ik}^{(b)}}{\sum_{k=1}^{K} n_{ik}^{(b)} \pi_k \theta_{ik}^{(b)}}$$

where $\theta_{ik}^{(b)} = \{w_j s_j f_{ik}^{(b)}\}_j$. Then, in the M-step the mixture parameter estimates are updated to maximize the expected value of the completed likelihood, which leads to weighting the observation $i$ for group $k$ with the conditional probability $t_{ik}^{(b)}$. Thus,

$$\pi_k^{(b+1)} = \frac{1}{n} \sum_{i=1}^{n} t_{ik}^{(b)} \text{ and } \theta_{ik}^{(b+1)} = \frac{\sum_{i=1}^{n} t_{ik}^{(b)} w_i}{\sum_{i=1}^{n} t_{ik}^{(b)} s_i}.$$  

since $w_i = y_i$. Note that at each iteration of the EM algorithm, we obtain that $\sum_{k=1}^{K} t_{ik}^{(b)} = 1$. Thus $s_j^{(b)}$ can be interpreted as the proportion of reads that are attributed to condition $j$ in cluster $k$, after accounting for differences due to library size; this proportion is shared among the replicates of condition $j$ according to their respective library sizes $s_j$.

For model selection (i.e. the choice of the number of clusters $K$), a reference penalized likelihood criterion with a fixed penalty for mixture models is the Bayesian Information Criterion (BIC) (Schwarz, 1978):

$$\text{BIC}(K) = -\log(f(y; K, \Psi_K)) + \frac{\nu_K}{2} \log(n)$$

where $\Psi_K$ are the ML parameter estimates and $\nu_K = (K - 1) + K \times d$ is the number of free parameters in the model with $K$ clusters; the use of the BIC is primarily motivated by asymptotic properties that may not hold in practice. An alternative approach to model selection is the use of the so-called slope heuristics (Birgé and Massart, 2001, 2006), which is a data-driven method to calibrate a penalized criterion that is known up to a multiplicative constant. Briefly, in our context the penalty is assumed to be proportional to the number of free parameters $\nu_K$ (i.e. the model dimension), such that $\text{pen}(K) \propto K \nu_K$; we note that this assumption may be verified in practice. The penalty is calibrated using the data-driven slope estimation (DDSE) procedure available in the capushe R package (Baudry et al., 2012). This procedure directly estimates the slope of the expected linear relationship of the loglikelihood with respect to the model dimension for the most complex models (here, models with large $K$). Denoting the estimated slope $\hat{c}$, in our context the slope heuristics consists of setting the penalty to be $2c\nu_K$.

The number of selected clusters $K$ then corresponds to the value of $K$ minimizing the penalized criterion:

$$\text{crit}(K) = -\log(f(y; K, \Psi_K)) + 2c\nu_K.$$  

For more details, see Baudry et al. (2012).

Finally, based on $\Psi_k$, each observation $i$ is assigned to the component maximizing the conditional probability $t_{ik}$ (i.e. using the so-called MAP rule).

2.3 HTSCluster R package

Our proposed clustering procedure based on a Poisson mixture model is implemented in the R package HTSCluster, freely available on CRAN; in this section, we describe some of the options available in this package.

2.3.1 Normalization factors

In the model described in Equation (2), the cluster-specific parameters $z_{ik}$ are assumed to be shared among replicates within the same condition $j$; as such, our model assumes that differences in mean expression for a given gene among replicates within the same condition may be explained by differences in library sizes. As described in Section 2.1, these library size normalization factors $s_j$ are estimated from the data and considered to be fixed parameters in the Poisson mixture model. Several options are available in HTSCluster to provide estimates for these normalization factors, including the Trimmed Mean of M-values (TMM) normalization (Robinson and Oshlack, 2010) in the edgeR Bioconductor package (Robinson et al., 2010) and the median ratio normalization developed in the DESeq Bioconductor package (Anders and Huber, 2010). Although Dillies et al. (2012) performed an evaluation of the impact of these normalization factors in the context of differential analyses, such a comparison remains an open research question for co-expression analyses.

2.3.2 Parameter estimation and initialization

For parameter estimation in HTSCluster, in addition to the EM algorithm described above, it is also possible to use the so-called CEM (Clustering EM) algorithm (Celeux and Govaert, 1992). The CEM algorithm estimates both the mixture parameters and the cluster labels by maximizing the completed likelihood. In the E-step of the algorithm, the conditional probabilities $t_{ik}$ are computed as in Equation (3). In the C-step, the MAP rule is used to assign each observation to a component. Finally, in the M-step, the mixture parameter estimates are updated by maximizing the completed likelihood. Contrary to the EM algorithm, the CEM algorithm converges in a finite number of iterations, although it does provide biased estimates of the mixture parameters [see for instance McLachlan and Peel (2000), Section 2.21]. Because it aims to maximize the completed likelihood, where the component label of each sample point is included in the data, the CEM may be seen as a $K$-means-like algorithm.

To initialize parameter values for the EM algorithm, the default option is a so-called small-EM strategy (Biernacki et al., 2003), where the following procedure is used to obtain initial parameter values: first, the data are partitioned into $K$ clusters ($z^{(b)}$) using either a $K$-means algorithm (MacQueen, 1967) or the splitting initialization strategy of Papastamoulis et al. (2014), where the cluster from the model with $K-1$ clusters with the largest entropy is chosen.
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3 Results

3.1 Real data analysis

In the following, we illustrate the use of the HTScluster package for a co-expression analysis of two real RNA-seq datasets. We stress that in both cases, it is not possible to compare the co-expression results obtained using HTScluster to a ‘true’ clustering of the data, as such a classification does not generally exist. However, in order to identify whether co-expressed genes appear to be implicated in similar biological processes, we conduct functional enrichment analyses of gene ontology (GO) terms for the clusters identified by HTScluster.

3.1.1 Dynamic expression of the transcriptome in embryonic flies

As part of the modENCODE project, which aims to provide functional annotation of the Drosophila melanogaster genome, Graveley et al. (2011) characterized the expression dynamics over 27 distinct developmental time point in each cluster. However, the proportion of reads attributed to each developmental time point in each cluster \( \hat{\pi} \) are represented by the colored segments within each bar. The advantage of such a visualization is that it enables a straightforward comparison of typical gene profiles among clusters. For instance, it can be seen that clusters characterized by higher relative expression in the early embryonic stages, such as Clusters 6 and 13 (composed of 70 and 13 genes, respectively), tend to be split into two new clusters. Second, initial parameter values \( \pi^{(0)} \) and \( \hat{\lambda}^{(0)} \) are calculated as follows:

\[
\pi_k^{(0)} = \frac{1}{N} \sum_{i=1}^{n} z_k^{(0)} \text{ and } \hat{\lambda}_k^{(0)} = \frac{\sum y_{ij} z_k^{(0)}}{\sum_i \sum_j w_{ij} z_k^{(0)}}.
\]

Third, 10 iterations of the EM algorithm are run. Finally, the parameter estimates \( \hat{\lambda} \) and \( \hat{\pi} \) are used to initialize the subsequent full EM algorithm.

2.3.3 Additional options

Finally, HTScluster provides flexibility to the user through a variety of graphical representations as well as a set of additional options, including the following: (i) cluster proportions \( \pi \) can be variable (the default option) or fixed to be equal for all clusters; and (ii) one or more clusters may be included with a fixed value for \( \hat{\lambda}_k \). The latter option may be particularly useful in the context of differential analyses, where a group of genes may be assumed to have identical expression across experimental conditions. We recently proposed an approach and an associated R package HTSdiff that make use of this particular functionality.

Over three independent runs, we used the HTScluster package with default settings and the splitting small-EM initialization strategy (described in Section 2.3.2) to fit a sequence of Poisson mixture models with \( K = 1, \ldots, 60 \) clusters; for each number of clusters, the model corresponding to the largest loglikelihood among the three runs was retained. To ensure that the collection of models considered is large enough to apply the slope heuristics model selection, one additional set of Poisson mixture models was fit for \( K = 65, \ldots, 95 \) (in steps of 5) and \( K = 100, \ldots, 130 \) (in steps of 10). Using the slope heuristics, the number of clusters was determined to be \( K = 48 \); see the Supplementary Materials for more detail.

Visualizing the results of a co-expression analysis for RNA-seq data can be somewhat complicated by the extremely large dynamic range of DGE and the fact that more highly expressed genes tend to exhibit greater variability (though much smaller coefficients of variation) than weakly expressed genes. Two possibilities to avoid this issue are to apply a logarithmic transformation to obtain pseudo-counts (Robinson et al., 2010) or to transform the data to be visualized (e.g., raw, scaled, or transformed data) as well as the most appropriate manner in which they should be graphically displayed are still an open matter of research. For the purposes of co-expression, rather than directly visualizing the data themselves, we propose an alternative visualization of the overall behavior of each cluster, as shown in Figure 1. In this plot, bar widths correspond to the estimated proportion of genes in each cluster \( \pi_k \), and the proportion of reads attributed to each developmental time point in each cluster \( \hat{\lambda}_k\hat{\pi}_k \) are represented by the colored segments within each bar.
60 genes, respectively) tend to be much smaller than those with higher relative expression in later stages, e.g. Clusters 4, 18, 19, and 21 (composed of 567, 680, 485 and 475 genes, respectively).

A functional enrichment analysis of GO biological processes revealed that of the 48 clusters identified by HTSCluster, 33 were associated with at least one GO term. For example, cluster 39 was found to be associated with terms pertaining to morphogenesis (GO:0006533, GO:0048838) and cell development (GO:0048468), while cluster 6 is associated with muscle attachment (GO:0016203). As a comparison, we also fit the closely related Poisson and negative binomial mixture models proposed by Si et al. (2014) for K = 48 clusters; for these models, a total of 22 and 25 clusters, respectively, were associated with at least one GO term. Additional details may be found in the Supplementary Materials.

3.2 Simulation study
In this section, we perform a set of simulation experiments in order to compare the performance of the proposed Poisson mixture model to that of several alternative related approaches, described below.

3.2.1 Description of alternative clustering approaches
- **Poisl:** Originally proposed for SAGE data, the Poisl approach (Cai et al., 2004) assumes that, given the cluster k, genes follow a Poisson distribution with mean $\lambda_{ik} = w_i \lambda^k$, under the constraint that $\sum \lambda_{ik} = 1$ for all k; the existence of replicates within each condition is not taken into account in the original method. Using this model, a K-means algorithm is proposed, where each gene i is assigned to the cluster k at iteration b if $k = \text{argmin}_k \{ -\log f_k(y_i; \lambda^k_{ij}) \}$. This procedure is exactly equivalent to the Poisson mixture model implemented in HTSCluster with equiprobable Poisson mixtures (i.e. $n_k = N$ for all k), parameter estimation via the CEM algorithm, and unreplicated data. For comparison with the other methods described here, we also include normalization factors $s_j$ in the model as replicates are present.
- **Witten:** Witten (2011) recently considered the issue of clustering samples, rather than genes, using RNA-seq data. After fitting a Poisson loglinear model to the power-transformed data (Li et al., 2012), complete linkage hierarchical clustering is applied to the dissimilarity matrix calculated using a modified loglikelihood ratio statistic to compare Poisson distributions. Although this method was originally proposed to cluster samples, Witten (2011) claims that it may also be used to cluster genes in RNA-seq data. This procedure is available in the R package PoisClaClu.
- **Si-Pois and Si-NB:** Si et al. (2014) consider Poisson mixture models (Si-Pois) where $\log(\mu_{ij}) = a_i + x_i + \beta_{ik}$ with the constraint $\sum \beta_{ik} = 0$ for all k, where $x_i$ is a normalization factor that simultaneously accounts for the length of gene i and the library size of replicate l in condition j. An EM algorithm and two stochastic versions are proposed to estimate the remaining parameters. Following parameter estimation, a model-based hybrid-hierarchical clustering algorithm is developed to build a hierarchical tree. In addition, Si et al. (2014) also consider negative binomial mixture models (Si-NB) parameterized by the same mean as the Si-Pois method described above. A per-gene dispersion parameter is estimated by quasi-likelihood prior to fitting
Simulated 50 datasets for each setting under a Poisson mixture model as in Equation (2) in the following manner.

The number of clusters was fixed to be equivalent to the experimental design of each real dataset. In the fly and human liver data, this corresponds to the model selected via the slope heuristics, while for the fly data, 15 clusters were randomly chosen among the 48 estimated in the selected model. In addition, normalization factors $\hat{s}_k$ cluster proportions $\hat{r}_k$ (renormalized to sum to 1, in the case of the fly data), and cluster parameters $\lambda_k$ were fixed to be their estimated values for each dataset, and overall expression levels $\omega_j$ were fixed to be equal to the observed $y_j$ values. A total of $n = 3000$ genes were randomly sampled from the fly or human liver data, weighted by their maximum conditional probability from the selected HTSCluster model. For each sampled gene $i$, we sampled from the appropriate Poisson distribution $Y_{ij} \sim \mathcal{P}(\mu_{ij})$, where $\mu_{ij} = \omega_j \hat{s}_k \hat{r}_k$ if $\lambda_k = 1$. In all datasets, we verified that simulated data were indeed represented by $K = 15$ clusters.

#### 3.2.3 Results

For each simulated dataset in the two settings (fly and human liver), HTSCluster and the methods described in Section 3.2.1 were fit over a range of possible numbers of clusters ($K = 1, \ldots, 40$), with model selection performed using the slope heuristics (HTSCluster, PoisL) or the CH index (Witten, Si-Pois, Si-NB). In addition, for all competing approaches, the model with the true number of clusters ($K = 15$) was also included. Models were subsequently compared using the adjusted Rand index (ARI) (Hubert and Arabie, 1985) and the estimated number of clusters $\hat{K}$, shown in Tables 1 and 2, respectively. The oracle ARI is also included for comparison, based on the assignment of observations to components maximizing the conditional probability using the true parameter values in the Poisson mixture model.

In both simulation settings considered here, we note that a major difficulty for the alternative methods is the choice of the number of clusters to be included; the Witten, Si-Pois, and Si-NB methods all exhibit significantly lower ARI values when model selection is performed using the CH index as compared to when the true number of clusters is fixed. This difficulty appears to be especially pronounced for the Witten approach, where ARI values for the model selected using the CH index is less than 0.2 in both simulation settings and the selected number of clusters is significantly underestimated. For the Si-Pois and Si-NB methods, the CH index also tends to underestimate the number of clusters present in the data, although this trend is less marked than for the Witten approach, particularly in the human simulated data. In the case of the PoisL approach, although the slope heuristics approach appears to generally yield an appropriate estimate of $K$ in both simulation settings, the corresponding ARI values tend to be lower than those attained by the HTSCluster approach.

Even when the number of clusters is fixed to the true value, the competing methods tend to have equivalent or smaller ARI values than the models selected via slope heuristics for the proposed HTSCluster approach, in spite of the fact that all approaches (with the exception of Si-NB and K-means) also make use of an underlying Poisson model.

#### 3.2.2 Simulation strategy

Using the parameter estimates obtained by HTSCluster in the fly and human liver RNA-seq datasets (described in Section 3.1), we simulated 50 datasets for each setting under a Poisson mixture model as in Equation (2) in the following manner.

For the simulations based on each real dataset (fly or human liver), the numbers of conditions and replicates per condition were fixed to be equivalent to the experimental design of each real dataset. The number of clusters $K$ was fixed to be equivalent to 15; for the human liver data, this corresponds to the model selected via the slope heuristics, while for the fly data, 15 clusters were randomly chosen among the 48 estimated in the selected model. In addition, normalization factors $\hat{s}_k$ cluster proportions $\hat{r}_k$ (renormalized to sum to 1, in the case of the fly data), and cluster parameters $\lambda_k$ were fixed to be their estimated values for each dataset, and overall expression levels $\omega_j$ were fixed to be equal to the observed $y_j$ values. A total of $n = 3000$ genes were randomly sampled from the fly or human liver data, weighted by their maximum conditional probability from the selected HTSCluster model. For each sampled gene $i$, we sampled from the appropriate Poisson distribution $Y_{ij} \sim \mathcal{P}(\mu_{ij})$, where $\mu_{ij} = \omega_j \hat{s}_k \hat{r}_k$ if $\lambda_k = 1$. In all datasets, we verified that simulated data were indeed represented by $K = 15$ clusters.

#### 3.2.3 Results

For each simulated dataset in the two settings (fly and human liver), HTSCluster and the methods described in Section 3.2.1 were fit over a range of possible numbers of clusters ($K = 1, \ldots, 40$), with model selection performed using the slope heuristics (HTSCluster, PoisL) or the CH index (Witten, Si-Pois, Si-NB). In addition, for all competing approaches, the model with the true number of clusters ($K = 15$) was also included. Models were subsequently compared using the adjusted Rand index (ARI) (Hubert and Arabie, 1985) and the estimated number of clusters $\hat{K}$, shown in Tables 1 and 2, respectively. The oracle ARI is also included for comparison, based on the assignment of observations to components maximizing the conditional probability using the true parameter values in the Poisson mixture model.

In both simulation settings considered here, we note that a major difficulty for the alternative methods is the choice of the number of clusters to be included; the Witten, Si-Pois, and Si-NB methods all exhibit significantly lower ARI values when model selection is performed using the CH index as compared to when the true number of clusters is fixed. This difficulty appears to be especially pronounced for the Witten approach, where ARI values for the model selected using the CH index is less than 0.2 in both simulation settings and the selected number of clusters is significantly underestimated. For the Si-Pois and Si-NB methods, the CH index also tends to underestimate the number of clusters present in the data, although this trend is less marked than for the Witten approach, particularly in the human simulated data. In the case of the PoisL approach, although the slope heuristics approach appears to generally yield an appropriate estimate of $K$ in both simulation settings, the corresponding ARI values tend to be lower than those attained by the HTSCluster approach.

Even when the number of clusters is fixed to the true value, the competing methods tend to have equivalent or smaller ARI values than the models selected via slope heuristics for the proposed HTSCluster approach, in spite of the fact that all approaches (with the exception of Si-NB and K-means) also make use of an underlying Poisson model. In other words, if the true number of clusters is known, the performance of the Si-Pois and Si-NB approaches is quite good and very nearly attains that of the oracle model; however, when the number of clusters must be estimated from the data (as is typically the case in real applications), HTSCluster has much stronger performance than the competing methods on these simulated data. Model selection via the slope heuristics for the HTSCluster approach leads to a slight overestimation of the number of clusters, but these slightly more complex models have ARI values close to those found using the oracle Poisson mixture model. Finally, we note that the clustering task in the human liver setting (where only two conditions are present) appears to be...
much more difficult for all methods considered here than in the fly setting (where 12 unreplicated conditions are present), as evidenced by the smaller oracle ARI value. This is perhaps unsurprising, as it is more difficult to discern differing cluster profiles for only two conditions than when multiple conditions are available; this can be seen in the overall cluster behavior in the two real data analyses (Figs 1 and 2).

4 Discussion

In this work, we have proposed a method and associated R package HTSCluster to cluster count-based DGE profiles based on a Poisson mixture model that enables the use of a rigorous framework for parameter estimation (through the EM algorithm) and model selection (through the slope heuristics). The model is parameterized to account for several characteristics of RNA-seq data, including: (i) a set of normalization factors \( sjl \) to account for systematic differences in library size among biological replicates, (ii) a per-gene offset parameter \( \mu_t \) to account for differences among genes due to overall expression level and (iii) a condition-specific cluster effect \( \lambda_{t,k} \). As the marginal sums of each gene are fixed in the model, variations in expression among experimental conditions may be modeled throughout the extremely large dynamic range of DGE typical of RNA-seq data. In particular, this parameterization enables a straightforward interpretation of the model, as \( \lambda_{t,k} \) corresponds to the proportion of reads attributed to condition \( t \) in cluster \( k \). A co-expression analysis on two sets of real RNA-seq data highlighted the functionality of HTSCluster in practice, in particular with respect to model selection and visualization of overall cluster behavior. Finally, the processing time and memory requirements of HTSCluster reflect the fact that parameter estimation must be performed over a large set of models to enable model selection; one run of HTSCluster (version 2.0.4) took about 50 minutes and used about 450 MB of memory for the human liver data \((K = 1, \ldots, 50)\), and about 2 h with 1800 MB of memory for the fly developmental data \((K = 1, \ldots, 60)\). (All analyses were run on a Dell Latitude E6530 quad-core 2.70 GHz Intel(R) Core(TM) with 10GB RAM, running a 64-bit version of Windows 7 Professional.)

As previously mentioned, HTSCluster shares some similarities with other related approaches, although there are several key differences. First, we note that both PoisL \( (\text{Si et al., 2004}) \) and Witten \( (\text{2011}) \) also make use of an underlying Poisson model; however, rather than using a finite mixture model, the former uses a K-means algorithm based on the loglikelihood and the latter applies a hierarchical clustering procedure based on a pairwise dissimilarity matrix of dimension \( n \times n \). On the other hand, Si et al. \( (2014) \) suggest the construction of a hierarchical tree of either Poisson (Si-Pois) or negative binomial (Si-NB) mixture models with an alternative parameterization to that proposed here. Contrary to all of these alternative related approaches, the HTSCluster approach provides a straightforward and robust way to choose the number of clusters present in a given dataset.

A set of simulation studies, with parameters selected based on two real datasets, allowed a comparison of HTSCluster with the aforementioned related approaches in a controlled scenario. These simulations highlighted the importance of an appropriate procedure to perform model selection, as well as the satisfactory performance of HTSCluster in the objective of clustering and estimating the number of clusters. In addition, even when the number of clusters was fixed to the true value, we found that the alternative methods were generally observed to have similar or lower ARI values than HTSCluster. However, conclusions from these simulations should be drawn with some caution, particularly as the data were simulated based on a mixture of Poisson distributions. A great deal of discussion has focused on the most appropriate way to simulate RNA-seq data in the context of differential expression \( (\text{Soneson and Delorenzi, 2013}) \), and for the time being this remains an open question for co-expression analyses.

Finally, we note that in the context of differential expression analyses, the scientific community has generally focused on the use of negative binomial models due to the large variability typically observed among replicates for a fixed gene. This so-called overdispersion is modeled via the inclusion of a common dispersion parameter \( \phi \) or a per-gene dispersion parameter \( \phi_t \), typically estimated using a shrinkage approach \( (\text{Robinson and Smyth, 2007}) \) or a parametric regression fit across all genes \( (\text{Anders and Huber, 2010}) \). The Si-NB approach \( (\text{Si et al., 2014}) \) recently attempted to apply a similar approach to the task of co-expression analysis through a finite mixture of negative binomial models, where \( \phi_t \) is estimated from the data using a quasi-likelihood approach and treated as fixed in the mixture. However, for co-expression analyses it is difficult to estimate these per-gene dispersion parameters in practice due to the small number of replicates typically available in experiments concerning multiple conditions. A useful direction for future research may be to define a mixture of negative binomial models in which information about this dispersion parameter is shared among genes belonging to the same cluster.
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