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Supporting Information S3. The process of how to select selecting the key classifiers from 

the elementary classifiers  

 

Suppose the distance between any two elementary classifiers ℂ0(𝑖) and ℂ0(𝑗) is 

measured by the following equation (Liu, et al., 2017): 

 Distance(ℂ0(𝑖), ℂ0(𝑗)) = 1 −
1

2𝑚
∑ (𝑑𝑖𝑘∆𝑑𝑗𝑘)𝑚

𝑘=1                (S1) 

where m represents the number of training samples, 𝑑𝑖𝑘 represents the misclassification 

probability of classifier ℂ0(𝑖)  on the k-th sample, and 𝑑𝑖𝑘∆𝑑𝑗𝑘 can be calculated by: 

𝑑𝑖𝑘∆𝑑𝑗𝑘 = {
𝑑𝑖𝑘 + 𝑑𝑗𝑘 , if ℂ0(𝑖) and ℂ0(𝑗) have the same results on the 𝑘th sample

 0, otherwise
 

                                          (S2) 

Please note that Eq.S2 is different from Eq.3 in (Liu, et al., 2017). By using this equation, 

the distance between any two elementary classifiers can be more accurately measured. The 

range of Distance(ℂ0(𝑖) , ℂ0(𝑗) ) is from 0 to 1, where 1 indicates the predictive results of 

two classifiers are completely complementary, and 0 means that their results are identical. 

Based on the distance between any two classifiers, all of the classifiers in each layer were 

clustered by the affinity propagation clustering algorithm (Frey and Dueck, 2007). The 

preference values for the first layer clustering and second layer clustering were 0.72 and 

0.70, respectively. Finally, for each cluster, the classifier with the highest accuracy value 

was selected as the key individual classifier for further usage.  
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