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Compared to linear feature selection algorithms, there are a relatively small
number of nonlinear feature selection methods for high-dimensional data. The
widely used Sparse Additive Models (SpAM) [Ravikumar et al., 2009] can be
useful to find a set of features if the output is the result of an additive function.
However, in biology this assumption might be too strong, so SpAM may not be
able to find the relevant features. An alternative approach are association-based
approaches [Balasubramanian et al., 2013, Fan and Lv, 2008]. They first reduce
the number of features by using a statistic (e.g. mutual information) and then
select the final set of important features from the screened feature sets. This two-
step approach is useful in practice. However, since screening-based approaches
use a measure of similarity between features and outcome to screen features,
it can select redundant features. Recently, several nonlinear feature selection
algorithms were proposed including the gradient boosted feature selection [Xu
et al., 2014] and kernel based methods [Gregorova et al., 2018, Tan et al., 2014].

The key advantage of the proposed algorithm, block HSIC Lasso, is that it
is a versatile nonlinear feature selection algorithm. More specifically, by using
different kernels it can not only handle continuous and discrete inputs, but also
multi-variate and multi-class outcomes. Moreover, it can select features from
ultra high-dimensional and large-scale data in a few hours of computation.
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