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Supplementary data

Public Holidays

Public holiday effects are added to the data following the addition of ‘seasonal outbreaks’ and ‘spiked
outbreaks’. To add the public holidays in the most realistic way, the simulated 7-year data are con-
sidered like years 2010-2016, with a difference that our simulated data consists of years with equal
number of days (364 days each) - the month of July consists of just 30 days rather than 31 and Febru-
ary includes 28 days always. This means that each year starts on Monday, January 1st and ends on
Sunday, December 31st. Public holiday dates are then set in a very similar way to the years 2010-2016
in England, as shown in Table 1. As for the public holiday effects: in the 5 day system, the public
holiday count was set to zero and the weekday after the public holiday was multiplied by 1.5; in the 7
day system, the bank holiday count was doubled.

Table 1: Bank holiday dates.

Year

2010 2011 2012 2013 2014 2015 2016

Jan 1 1 1 1 1 1 1
Feb - - - - - -
Mar - - - 30 - - -
Apr 6, 9 20, 23, 27 6, 9 2 20, 23 6, 9 13, 16
May 7, 28 7, 28 7 7, 28 7, 28 7, 28 7, 28
Jun - - 4, 5 - - - -
Jul - - - - - - -
Aug 28 28 28 28 28 28 28
Sep - - - - - - -
Oct - - - - - - -
Nov - - - - - - -
Dec 25, 26 25, 26 25, 26 25, 26 25, 26 25, 26 25, 26
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Figure 1: Weekly patterns for signals 3 and 7; the first 3 weeks are shown.
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Figure 2: Plots of signals 5, 6 and 15 with added (in red) ‘seasonal outbreaks’.
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Figure 3: Plots of the most recent 49 weeks of signals 1, 2, 9 and 12 with added (in red) medium ‘spiked
outbreaks’.

4



0.6

0.7

0.8

0.9

1.0

algorithm

A
ve

ra
ge

 P
O

D

RT E F

0.0

0.2

0.4

0.6

0.8

1.0

algorithm

A
ve

ra
ge

 S
en

si
tiv

ity

RT E F

0.95

0.96

0.97

0.98

0.99

1.00

algorithm

A
ve

ra
ge

 S
pe

ci
fic

ity

RT E F

0.0

0.1

0.2

0.3

0.4

0.5

0.6

algorithm

A
ve

ra
ge

 T
im

el
in

es
s

RT E F

Figure 4: Average POD, sensitivity, specificity and timeliness over the 16 signals when ‘spiked out-
breaks’ of sizes: very small, small, medium and large (lower curve to higher respectively) are added to
the most recent 49 weeks.
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Figure 5: POD, sensitivity, specificity and timeliness for each of the simulated signals, with added very
small ‘spiked outbreaks’, obtained from applying RAMMIE (dashed lines), Farrington Flexible (solid
lines) and EARS-NB (dot dash lines) to the most recent 49 weeks of each of the 100 simulations from
each signal.
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Figure 6: POD, sensitivity, specificity and timeliness for each of the simulated signals, with added small
‘spiked outbreaks’, obtained from applying RAMMIE (dashed lines), Farrington Flexible (solid lines)
and EARS-NB (dot dash lines) to the most recent 49 weeks of each of the 100 simulations from each
signal.
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Figure 7: POD, sensitivity, specificity and timeliness for each of the simulated signals, with added large
‘spiked outbreaks’, obtained from applying RAMMIE (dashed lines), Farrington Flexible (solid lines)
and EARS-NB (dot dash lines) to the most recent 49 weeks of each of the 100 simulations from each
signal.

8


