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## 1 Estimating the mean survival time by integrating the KaplanMeier estimate

In the calculation of the splitting criterion (Section 2.2 of the article), we need to estimate the mean survival time by integrating the Kaplan-Meier estimate. Let $\hat{S}_{K M}(\cdot)$ be a generic Kaplan-Meier (KM) estimate and let $t_{\max }$ be the largest value where it is defined. If $\hat{S}_{K M}\left(t_{\max }\right)=0$, then computing the mean survival time by integrating the KM is straightforward. However, it may happen that the KM is undefined past a certain value, that is $\hat{S}_{K M}\left(t_{\max }\right)>0$. One easy way to compute the mean survival time would be to set the KM at 0 after $t_{\max }$, but we use a more sophisticated method in this paper. Basically, we add a tail from the exponential distribution at the end of the KM, as illustrated in Figure 1


Figure 1: Kaplan-Meier extension when it is undefined past a certain value.
In details, let $S_{\lambda}(t)=\exp (-\lambda t)$ be the survival function from the exponential distribution with parameter $\lambda$. When $\hat{S}_{K M}\left(t_{\text {max }}\right)>0$, let $\hat{\lambda}$ be the value such that $\hat{S}_{K M}\left(t_{\text {max }}\right)=S_{\hat{\lambda}}\left(t_{\text {max }}\right)$. The KM is extended past $t_{\text {max }}$ by $S_{\hat{\lambda}}(t)$, that is we define $\hat{S}_{K M}(t)=S_{\hat{\lambda}}(t)$ for all $t>t_{\text {max }}$. We can then compute the mean survival time by integrating the extended KM. This amounts to integrating the original KM up to $t_{\text {max }}$, and add $\int_{t_{\text {max }}}^{\infty} S_{\hat{\lambda}}(t) d t=\exp \left(\hat{\lambda} t_{\text {max }}\right) / \hat{\lambda}$.

## 2 Split control and allowable splits

As explained in Section 2.2 of the article, the best split is the one maximizing $\Delta \tau$ among all allowable splits. Here we describe what we mean by allowable splits, and what are the possible criteria to stop splitting nodes. Due to the nature of ITE modeling, we need to ensure having enough observations of both the treatment and control groups in each children node to be able to compute the Kaplan-Meier estimates. For that reason, we add several parameters to our algorithm.

Pre-splitting conditions. They are used to decide if we attempt to split a node or not. All conditions must be met to attempt splitting:

- $N_{P} \geq \operatorname{minP}$. The parent node should have a minimum number of observations.
- $N_{P}^{T} \geq \operatorname{minPT}$. The parent node should have a minimum number of treatment observations.
- $N_{P}^{C} \geq \operatorname{minPC}$. The parent node should have a minimum number of control observations.
- Node depth $\geq$ maxdepth. We control the tree depth with this parameter.

Post-Splitting conditions. They are used to decide if a split is allowable or not. All conditions must be met to consider the candidate split allowable:

- $\min \left(N_{L}, N_{R}\right) \geq \operatorname{minLR}$. Each children node should have a minimum number of observations.
- $\min \left(N_{L}^{T}, N_{R}^{T}\right) \geq \operatorname{minLRT}$. Each children node should have a minimum number of treatment observations.
- $\min \left(N_{L}^{C}, N_{R}^{C}\right) \geq \operatorname{minLRC}$. Each children node should have a minimum number of control observations.
- Tpl $\leq \frac{N_{L}^{T}}{N_{L}} \leq \mathrm{Tpu}$, and $\mathrm{Tpl} \leq \frac{N_{R}^{T}}{N_{R}} \leq$ Tpu. The proportion of treatment observations in each children node must be within a given range.
- Each child node must have one uncensored observation in each of the treatment and the control groups. That is, we require having at least one event for each of the Kaplan-Meier estimate that we need to compute.


### 2.1 Parameters used in the simulation study

Here are the tree growth control parameters for the proposed method that are used for all simulations:

- Minimum observations in parent node to try the split is set to $\operatorname{minP}=100$ when $n_{\text {train }}=1000$ and $\operatorname{minP}=50$ when $n_{\text {train }}=500$.
- Minimum treatment observations in parent node to try the split is set to minPT=20.
- Minimum control observations in parent node to try the split is set to minPC=20.
- Minimum observations in child nodes is set to minLR $=50$ when $n_{\text {train }}=1000$ and $\operatorname{minLR}=25$ when $n_{\text {train }}=500$.
- Minimum treatment observations in a child node is set to minLRT=10.
- Minimum control observations in a child node is set to minLRC=10.
- Maximum tree depth is set to maxdepth=10.

For simulations with the same proportion of treatment and control ( $50 \%$ each), we use the following parameters:

- Treatment proportion should be $\geq \mathrm{Tpl}=30 \%$ of observations in the child node.
- Treatment proportion should be $\leq \mathrm{Tpu}=70 \%$ of observations in the child node.

For simulations with $25 \%$ of treatment and $75 \%$ of control, we use the following parameters:

- Treatment proportion should be $\geq \mathrm{Tpl}=10 \%$ of observations in the child node.
- Treatment proportion should be $\leq \mathrm{Tpu}=40 \%$ of observations in the child node.


## 3 Description of the Individual DGPs Used in the Simulation Study

Here is a detailed description of the five DGPs used in the simulation study. To get an insight about these DGPs, Figures 2 and 3 present histograms of the survival time for the control and treatment groups and of the ITE function for typical samples.


Figure 2: Typical distributions of the observed time for the DGPs


Figure 3: Typical distributions of the ITE function for the DGPs

For the first four DGPs, ten covariates $\boldsymbol{X}=\left(X_{1}, X_{2}, \ldots, X_{10}\right)$ are available. They are independent and normally distributed with mean 0 and standard deviation 1 . The true survival time of a control group observation, for which $W=0$, is generated according to

$$
Y=c(\boldsymbol{X})+\epsilon,
$$

where $c(\boldsymbol{X})$ is a function of the covariates and $\epsilon$ is an independent error term. The true survival time of a treatment group observation, for which $W=1$, is generated according to

$$
Y=c(\boldsymbol{X})+\tau(\boldsymbol{X})+\epsilon,
$$

where $c(\cdot)$ and $\epsilon$ are as above, and where $\tau(\boldsymbol{X})$ is the ITE function that we want to estimate. The specific choices of $c(\cdot), \tau(\cdot)$, and the error distribution are specified below.

### 3.1 DGP 1

This DGP represents a simple ITE given by the squared value of $X_{1}$. The control model is given by

$$
c(\boldsymbol{X})=20+X_{1}+X_{2}+X_{3}+X_{4}+X_{2}^{2}+X_{3} \times X_{4}
$$

The ITE function is

$$
\tau(\boldsymbol{X})=X_{1}^{2}
$$

The error term $\epsilon$ is normally distributed with mean 0 and standard deviation 1. For this DGP, the covariates $X_{5}, X_{6}, X_{7}, X_{8}, X_{9}, X_{10}$ are not used, but they are still provided as potential covariates. Thus, they are noise covariates.

### 3.2 DGP 2

This DGP is a function of two tree shaped functions Tree ${ }_{1}$ and Tree $_{2}$. Their structures are represented in Figures 4 and 5. The control model is given by

$$
c(\boldsymbol{X})=24 / 10+\operatorname{Tree}_{1}(\boldsymbol{X}) / 5
$$

The ITE function is

$$
\tau(\boldsymbol{X})=-7 / 4+\text { Tree }_{1}(\boldsymbol{X}) / 20+\text { Tree }_{2}(\boldsymbol{X}) / 4
$$

The error term $\epsilon$ has the gamma distribution with a shape of 4 and a scale of 1 (rgamma $(1,4,1)$ in R ). For this DGP, the covariates $X_{8}, X_{9}, X_{10}$ are not used and are the noise covariates.


Figure 4: Tree 1 structure for DGP 2


Figure 5: Tree 2 structure for DGP 2

### 3.3 DGP 3

This DGP is also characterized by a complex ITE function. The control model is given by

$$
c(\boldsymbol{X})=3+\left(X_{1}+X_{2}+X_{3}+X_{4}+X_{2}^{2}+X_{3} \times X_{4}\right) / 10
$$

The ITE function is

$$
\tau(\boldsymbol{X})=\left(X_{7}+2 \times X_{5}+4 \times X_{1}^{2}+\left|X_{2}\right|+X_{1} \times X_{2}+\left|X_{3}^{3}\right|+e^{X_{8}}\right) / 10
$$

The error term $\epsilon$ has the Weibull distribution with a shape of 1.5 and a scale of 1 (rweibull $(1,1.5,1)$ in R). For this DGP, the covariates $X_{6}, X_{9}, X_{10}$ are not used and are the noise covariates.

### 3.4 DGP 4

This DGP has a complex ITE function made by a tree with non-constant terminal node means. The control model is the following:

$$
c(\boldsymbol{X})=30+X_{1}+X_{2}+X_{3}+X_{4}+X_{2}^{2}+X_{3} \times X_{4}
$$

The ITE function is

$$
\tau(\boldsymbol{X})= \begin{cases}\left|X_{1}^{2}+3 \times X_{8}\right| & \text { if } X_{1}>0 \\ \left|X_{4}^{2}+10 \times\left|X_{5}\right|\right| & \text { if } X_{1} \leq 0 \text { and } X_{4}>0 \\ \left|2 \times\left|X_{4}\right| \times X_{1}+8 \times X_{10}\right| & \text { if } X_{1} \leq 0 \text { and } X_{4} \leq 0\end{cases}
$$

The error term $\epsilon$ is normally distributed with mean 0 and standard deviation 1 . For this DGP, the covariates $X_{6}, X_{7}, X_{9}$ are not used and are the noise covariates.

### 3.5 DGP 5

This is an AFT DGP. Ten independent covariates $\boldsymbol{X}=\left(X_{1}, X_{2}, \ldots, X_{10}\right)$ from a uniform distribution on $(0,1)$ are available. The true $\log$ survival time of a control group observation, for which $W=0$, is generated according to

$$
\log (Y)=c_{0}(\boldsymbol{X})+\epsilon
$$

and the true $\log$ survival time of a treatment group observation, for which $W=1$, is generated according to

$$
\log (Y)=c_{0}(\boldsymbol{X})+\tau_{0}(\boldsymbol{X})+\epsilon
$$

where $\epsilon$ is the error term form the logistic distribution with mean 0 and scale $\sigma=\sqrt{3} /(10 \pi)$. The functions $c_{0}$ and $\tau_{0}$ are

$$
c_{0}(\boldsymbol{X})=-2+.2 *\left(X_{1}+X_{2}+X_{3}+X_{4}+X_{5}+X_{6}\right)
$$

and

$$
\tau_{0}(\boldsymbol{X})=\left|X_{1}^{2}-X_{8}\right|
$$

The ITE function is thus

$$
\tau(\boldsymbol{X})=\left(\exp \left(\tau_{0}(\boldsymbol{X})\right)-1\right) \exp \left(c_{0}(\boldsymbol{X})\right) E[\exp (\epsilon)]
$$

and $E[\exp (\epsilon)]=1.005$. For this DGP, the covariates $X_{7}, X_{9}, X_{10}$ are not used and are the noise covariates.

## 4 Global Simulation Results

Here are the global simulations results. See Section 3.3 of the article for an explanation of the performance criteria. Figures 6 and 7 present the results for the percent increase in MSE for training sample sizes of 1000 (Figure 6) and 500 (Figure 7). In fact, Figure 6 is the same as Figure 1 in the article and is reproduced here to ease the comparison with the $n_{\text {train }}=500$ case. As mentioned in the article, the proposed and BAFT methods outperform the others, globally. The relative ordering are the same for both training sample sizes, but all methods are slightly closer in the $n_{\text {train }}=500$ case. Figures 8 and 9 present the results for the percent decrease in C-index for training sample sizes of 1000 (Figure 8) and 500 (Figure 9). In fact, Figure 8 is the same as Figure 2 in the article. According to this criterion, the proposed and BAFT methods outperform the others again. Again also, the differences among all methods are slightly smaller in the $n_{\text {train }}=500$ case. The 2AFT and Interaction methods have basically the same performance. Hence, using a single AFT model with interactions between the treatment indicator and the covariates perform the same as using two separate AFT models, one for the treatment observations and one for the control observations. The next section explores the results in details by looking at each DGP separately.

### 4.1 MSE Results



Figure 6: Global MSE simulation results with a training sample size of 1000. The box-plots represent the distribution of the \% increase in MSE with respect to the best performer of the run for the 4000 runs.


Figure 7: Global MSE simulation results with a training sample size of 500 . The box-plots represent the distribution of the \% increase in MSE with respect to the best performer of the run for the 4000 runs.

### 4.2 C-Index Results



Figure 8: Global C-index simulation results with a training sample size of 1000 . The box-plots represent the distribution of the \% decrease in C-Index with respect to the best performer of the run for the 4000 runs.


Figure 9: Global C-index simulation results with a training sample size of 500 . The box-plots represent the distribution of the $\%$ decrease in C-Index with respect to the best performer of the run for the 4000 runs.

## 5 Detailed Simulation Results

To gain more insights, we examine in details all scenarios. The results are presented in Figures 10 to 19 for the MSE and 20 to 29 for the C-index. These plots present the distribution of the raw MSE and C-Index over the 100 runs for each scenario and each method. Each figure corresponds to a DGP, the left column is for the case of $50 \%$ treatment and $50 \%$ control, and the right one is for the case of $25 \%$ treatment and $75 \%$ control. In addition, each row corresponds to a censoring rate, ranging from $0 \%$ to $60 \%$.

The results for $n_{\text {train }}=500$ and $n_{\text {train }}=1000$ are very similar. For a given configuration, the MSE for the $n_{\text {train }}=1000$ are slightly lower than the ones for the $n_{\text {train }}=500$. This is expected since more data are available. Likewise, the C-index for the $n_{\text {train }}=1000$ are slightly higher than the ones for the $n_{\text {train }}=500$, for a given configuration. In the following discussion, we focus on the $n_{\text {train }}=1000$ cases unless a notable difference occurs between the two sample sizes.

For DGP1 in Figure 10, the BAFT method has the smallest MSE for all censoring rate and treatment control combinations, and the proposed method comes in second place. Likewise, the BAFT method has the highest C-index, followed by the proposed method (see Figure 20). This DGP has the simplest ITE function which is related to a single covariate. The AFT interaction and 2AFT models have the poorest results across all DGP1 simulations. With this DGP, the TM and T3Q methods have a similar performance for the C-index. For each method, we can see that the MSE is generally increasing and the C-index is generally decreasing when the censoring level increases. This is expected since less information is available as the censoring level increases. Moreover, we also notice that the results are better when we have an equal proportion of treatment and control observations. The ordering of the methods does not change when comparing the $50 / 50$ treatment/control proportions to the $25 / 75$ proportions, but the MSE are slightly higher and the C-index slightly lower in the 25/75 case. Similarly, the ordering of the methods does not change much when the censoring rate varies.

The results for DGP2, which has a more complex ITE function, are presented in Figures 12 and 22 . This time the proposed method is generally the best one alone, or very close to the best one, depending on the scenario. Contrarily to DGP1, the ordering of the methods depends on the scenario. For example, the SCF is the best one along with the proposed method for the $50 / 50$ treatment/control proportions with no censoring (upper left plot), but its performance deteriorates more rapidly when the censoring rate increases. On the contrary, the BAFT method becomes relatively more competitive as the censoring rate increases.

The results for DGP3, which also involves a complex ITE function, are presented in Figures 14 and 24 . The proposed method is generally the best one alone, or tied with another one depending on the scenario, for the MSE criterion. For the C-index, except for low censoring and the 50/50 treatment/control proportions cases, the proposed method is the best one. This time, the sample size makes a small difference in the rankings since the proposed method is always the best one in the $n_{\text {train }}=500$ case (see Figure 25 for example). This time, the SCF is not performing as well as for DGP2. A larger difference is seen between the TM and T3Q methods, the latter one performing better.

The results for DGP4 are presented in Figures 16 and 26 . The proposed method has the best performance overall. The 2 RF and BAFT methods come in second place depending on the scenario. The SCF method seems more affected by the censoring as we can notice a large decrease in its C-index when moving from $0 \%$ of censoring to $20 \%$. A large difference is again noted between the TM and T3Q methods, the latter one still performing better.

The results for DGP5 are presented in Figures 18 and 28 . The proposed method has the best performance in all scenarios except in the $0 \%$ censoring and $50 / 50$ treatment/control proportions case, where BAFT is better. As for the last 2 DGPs, TM performs clearly better than T3Q.

These results show that the proposed method is a strong competitor for estimating the ITE function with censored data in a variety of situations. The proposed methods and BAFT are the two best ones with very stable performances across all scenarios. However, except for the interaction, 2AFT and TM models, each method comes in first or second place for at least one scenario. Hence, it is not possible
to declare that a single method is the best one in all cases. Moreover, the fact that the interaction and 2AFT models do not perform well was expected. The DGPs have complex links between the covariates and the response so a simple main effects plus treatment interactions AFT model is clearly at a disadvantage. One way to improve this model would be to add other interactions in the AFT model, but choosing which one is not straightforward. One of the strengths of forest based methods is that they are able to automatically model complex DGPs.

### 5.1 MSE Results

Here are the detailed simulation results presented in Section 3.3 of the article. The next 10 figures show the distribution of the MSE of each method in each scenario.


Figure 10: DGP1 MSE results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 11: DGP1 MSE results with $n_{\text {train }}=500$. The box-plots represent the distribution of the MSE for the 100 runs.
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Figure 12: DGP2 MSE results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 13: DGP2 MSE results with $n_{\text {train }}=500$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 14: DGP3 MSE results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 15: DGP3 MSE results with $n_{\text {train }}=500$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 16: DGP4 MSE results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 17: DGP4 MSE results with $n_{\text {train }}=500$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 18: DGP5 MSE results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the MSE for the 100 runs.


Figure 19: DGP5 MSE results with $n_{\text {train }}=500$. The box-plots represent the distribution of the MSE for the 100 runs.

### 5.2 C-Index Results

Here are the detailed simulation results presented in Section 3.3 of the article. The next 10 figures show the distribution of the C-index of each method in each scenario.


ITE SRF Interáction 2ÁF BÁFT SĆF

Figure 20: DGP1 C-index results results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the C-Index for 100 runs.


Figure 21: DGP1 C-index results results with $n_{\text {train }}=500$. The box-plots represent the distribution of the C-Index for 100 runs.


Figure 22: DGP2 C-index results results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the C-Index for the 100 runs.


Figure 23: DGP2 C-index results results with $n_{\text {train }}=500$. The box-plots represent the distribution of the C-Index for the 100 runs.


Figure 24: DGP3 C-index results results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the C-Index for the 100 runs.


Figure 25: DGP3 C-index results results with $n_{\text {train }}=500$. The box-plots represent the distribution of the C-Index for the 100 runs.


Figure 26: DGP4 C-index results results with $n_{\text {train }}=1000$. The box-plots represent the distribution of the C-Index for the 100 runs.
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Figure 27: DGP4 C-index results results with $n_{\text {train }}=500$. The box-plots represent the distribution of the C-Index for the 100 runs.
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Figure 28：DGP5 C－index results results with $n_{\text {train }}=1000$ ．The box－plots represent the distribution of the C－Index for the 100 runs．
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Figure 29：DGP5 C－index results results with $n_{\text {train }}=500$ ．The box－plots represent the distribution of the C－Index for the 100 runs．

## 6 Estimated treatment effects for AFT models fitted with cumulative deciles samples for all methods for the data examples

The two following tables present the information used to prepare Figures 4 and 6 in the article. As a reminder, for each of the eight methods, the estimated ITE are ranked from the largest to the smallest values and grouped in deciles. For a given method, the first decile contains the top $10 \%$ of observations with the largest estimated ITE. The second decile contains the next $10 \%$ of observations and so on. The tenth decile contains the $10 \%$ of observations with the smallest ITE. For each method, we fit AFT models to samples formed by consecutive cumulated deciles. The first model is fit using the first decile only ( $10 \%$ of the data). The second model is fit using the first two deciles ( $20 \%$ of the data), and so on. The last model is fit to the whole sample ( $100 \%$ of the data). The tables contain the estimated treatment effects for these models along with the corresponding one-sided p-values to test if the parameter is larger than 0 .


Table 2: Estimated treatment effects and one-sided p-values for cumulative deciles for the GBSG2 data

## 7 Kaplan-Meier curves for the top 2 ITE deciles for all methods for the data examples

The following figures present the Kaplan-Meier curves of the control and treatment groups for the whole sample and for the top 2 deciles for all methods. The ones for the proposed methods are already in the article (Figures 3 and 5) and are repeated here for completeness.

We must interpret these plots with caution because they show raw estimated survival curves without controlling for the covariates effects. But still, the plots are coherent with the estimated treatment effects from the AFT models (that control for the other covariates) reported in Figures 4 and 6 of the article and Tables 1 and 2 of this document.

For the colon data, the proposed and TM methods are the only two with a treatment effect significantly greater than 0 when considering the top 2 ITE deciles. The survival curves for the top 2 ITE deciles in Figures 30 (the same as Figure 3 in the article) and 36 show that they are able to separate successfully the treatment and control groups. But it is interesting to see that they did not find the same subgroups. In fact, only about a third (39 out of the 120) observations in their first 2 deciles are common. This is shown by the fact that the top 2 deciles survival curves of the proposed method are higher than the ones of the TM method. This does not mean that one solution is better than the other. Both are separating the control and treatment groups very well. This shows one feature of methods that try to maximize the ITE. The identified subjects are not guaranteed to have a very high survival rate if treated. It only means that their survival rate should be much higher if we treat them compared to not treating them. Hence, the choice of the subgroups could be based on additional considerations. Some methods, namely BAFT, SCF, 2AFT, Interaction and T3Q, even have a negative estimated treatment effect for their top 2 ITE deciles (see Figure 4 in the article). The survival curves for the treatment group of these methods are also under the ones of the control group, showing that they were not successful (at least when considering their top 2 ITE deciles) at findings subjects that could potentially benefit the most from the treatment.

For the German breast cancer data, all methods have a positive estimated treatment effect at the top 2 ITE deciles (see Figure 6 in the article). But the BAFT method have an estimated treatment effect that is lower than the overall (whole sample) treatment effect. The top 2 ITE deciles survival curves indicate that the identified subgroups are not necessarily the same from one method to another.

### 7.1 Colon data



Figure 30: Colon Death - ITE SRF


Figure 32: Colon Death - 2RF


Figure 31: Colon Death - Interaction


Figure 33: Colon Death - BAFT


Figure 34: Colon Death - SCF


Figure 36: Colon Death - TM


Figure 35: Colon Death - 2AFT


Figure 37: Colon Death - T3Q

### 7.2 German breast cancer data



Figure 38: GBSG2 - ITE SRF


Figure 40: GBSG2-2RF


Figure 39: GBSG2 - Interaction


Figure 41: GBSG2 - BAFT


Figure 42: GBSG2 - SCF


Figure 44: GBSG2 - TM


Figure 43: GBSG2 - 2AFT


Figure 45: GBSG2 - T3Q
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