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## A. Additional results

A•1. Overview
The theory in the main paper employs techniques that can be easily generalized to other problems such as structural testings. In this section, we discuss three additional results that are of interest. In particular, Section A• 2 studies the approximation of the exact distributions of the test statistics proposed in the main paper, and we consider the problems of testing $m$-dependence and homogeneity in Sections A•3 and A•4.

## A•2. Approximation to the exact distributions

Theorems 1 and 2 in the main paper show that the proposed test statistics $L_{n}$ and $\widetilde{L}_{n}$ converge weakly to a Gumbel distribution. The next theorem characterizes the convergence rates for $L_{n}$ and $\widetilde{L}_{n}$.

Theorem A1. For all rank-type $U$-statistics, under the conditions in Theorem 2 and that $\log d=$ $o\left(n^{1 / 3}\right)$, we have
$\left|\operatorname{pr}\left(\frac{n \widetilde{L}_{n}^{2}}{\sigma_{U}^{2}}-4 \log d+\log \log d \leq y\right)-\exp \left\{-(8 \pi)^{-1 / 2} \exp \left(-\frac{y}{2}\right)\right\}\right|=O_{y}\left\{\frac{(\log d)^{3 / 2}}{n^{1 / 2}}+\frac{1}{(\log d)^{3 / 2}}\right\}$.
For all simple linear rank statistics, if conditions in Theorem 1 hold and $\log d=O\left(n^{1 / 3-\epsilon}\right)$ for some constant $\epsilon \in(0,1 / 3)$, we have

$$
\begin{align*}
& \left|\operatorname{pr}\left(\frac{n L_{n}^{2}}{\sigma_{V}^{2}}-4 \log d+\log \log d \leq y\right)-\exp \left\{-(8 \pi)^{-1 / 2} \exp \left(-\frac{y}{2}\right)\right\}\right| \\
= & O_{y}\left\{\frac{(\log d)^{3 / 2}}{n^{1 / 2}}+\frac{1}{(\log d)^{3 / 2}}+\frac{(\log d)^{1 / 2}}{n^{1 / 6}}\right\} . \tag{30}
\end{align*}
$$

Theorem A1 shows two points. (i) When $\log d \asymp n^{\kappa}$ for some $\kappa<1 / 3$, the proposed tests based on simple linear rank statistics and rank-type $U$-statistics achieve polynomial rates of convergence. Compared to tests based on the rank-type $U$-statistics, the tests based on simple linear rank statistics lose an extra
$O\left\{(\log d)^{1 / 2} n^{-1 / 6}\right\}$ term in the rate of convergence, due to approximating the population ranks using the for some $C \in(0, \infty)$, Theorem A1 only guarantees an $O\left\{(\log n)^{-3 / 2}\right\}$ rate of convergence.

We will show that the convergence rate can be accelerated by approximating the exact distributions of the test statistics. Under $H_{0}$ in the main paper, $\left\{V_{j k}, j<k\right\}$ and $\left\{U_{j k}, j<k\right\}$ are independent and only depend on the relative ranks $\left\{R_{n i}^{j k}, i=1, \ldots, n, j<k\right\}$, which are uniformly distributed under permutations on $\{1, \ldots, n\}$. Therefore, we can conduct simulations to approximate the exact distributions of $\left\{V_{j k}, j<k\right\}$ and $\left\{U_{j k}, j<k\right\}$, respectively.

Specifically, for $i=1, \ldots, M$, we generate $X_{.,}^{(i)} \in \mathcal{R}^{n \times d}$ as an $n \times d$ matrix with all entries independently drawn from a standard normal distribution, which yield simple linear rank statistics $\left\{V_{j k}^{(i)}, j<k\right\}$ and the rank-type $U$-statistics $\left\{U_{j k}^{(i)}, j<k\right\}$. Next, we calculate the values of $n\left(L_{n}^{(i)}\right)^{2} / \sigma_{V}^{2}-4 \log d+$ $\log \log d$ and $n\left(\widetilde{L}_{n}^{(i)}\right)^{2} / \sigma_{U}^{2}-4 \log d+\log \log d$. Here $L_{n}^{(i)}$ and $\widetilde{L}_{n}^{(i)}$ are the extreme-value statistics based on $\left\{V_{j k}^{(i)}, j<k\right\}$ and $\left\{U_{j k}^{(i)}, j<k\right\}$, respectively. Let $\widehat{F}_{n, d ; M}^{V}(\cdot)$ and $\widehat{F}_{n, d ; M}^{U}(\cdot)$ be the empirical distributions, and let $F_{n, d}^{V}(\cdot)$ and $F_{n, d}^{U}(\cdot)$ be their population counterparts.

The Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky et al., 1956; Massart, 1990) guarantees, for each pair of $(n, d)$,

$$
\begin{align*}
& \operatorname{pr}\left\{\sup _{x \in \mathcal{R}}\left|\widehat{F}_{n, d ; M}^{V}(x)-F_{n, d}^{V}(x)\right|>\left(\frac{\log M}{M}\right)^{1 / 2}\right\} \leq \frac{2}{M^{2}}  \tag{A1}\\
& \operatorname{pr}\left\{\sup _{x \in \mathcal{R}}\left|\widehat{F}_{n, d ; M}^{U}(x)-F_{n, d}^{U}(x)\right|>\left(\frac{\log M}{M}\right)^{1 / 2}\right\} \leq \frac{2}{M^{2}}
\end{align*}
$$

We replace $q_{\alpha}$ in (8) using $\widehat{q}_{\alpha ; n, d}^{V}$ and $\widehat{q}_{\alpha ; n, d}^{U}$, which are the $1-\alpha$ quantiles of $\widehat{F}_{n, d ; M}^{V}(\cdot)$ and $\widehat{F}_{n, d ; M}^{U}(\cdot)$

$$
\widehat{q}_{\alpha ; n, d}^{V} \equiv \inf \left\{x: \widehat{F}_{n, d ; M}^{V}(x) \geq 1-\alpha\right\}, \quad \widehat{q}_{\alpha ; n, d}^{U} \equiv \inf \left\{x: \widehat{F}_{n, d ; M}^{U}(x) \geq 1-\alpha\right\} .
$$

We refer to the tests using the simulation-based thresholds $\widehat{q}_{\alpha ; n, d}^{V}$ and $\widehat{q}_{\alpha ; n, d}^{U}$ as the exact tests.
Using (A1), we have the next theorem that guarantees the asymptotic control of sizes.
THEOREM A2. Under $H_{0}$, simple linear rank statistics satisfy that, for each pair of $(n, d)$, with probability no smaller than $1-2 / M^{2}$, we have

$$
\sup _{\alpha \in[0,1]}\left|\operatorname{pr}\left(\left.\frac{n L_{n}^{2}}{\sigma_{V}^{2}}-4 \log d+\log \log d \geq \widehat{q}_{\alpha ; n, d}^{V} \right\rvert\,\left\{X_{\cdot, \cdot}^{(i)}\right\}_{i=1}^{M}\right)-\left\{1-\widehat{F}_{n, d ; M}^{U}\left(\widehat{q}_{\alpha ; n, d}^{V}\right)\right\}\right| \leq\left(\frac{\log M}{M}\right)^{1 / 2}
$$

解 This increases the computational burden compared to the tests in (8). For the test of $m$-dependence, which we shall introduce in Section A•3, it is impossible to simulate the null exact distribution and we stick to the test in (A2).

## A•3. Test of m-dependence

A random vector $X=\left(X_{1}, \ldots, X_{d}\right)^{\mathrm{T}} \in \mathcal{R}^{d}$ follows a Gaussian copula distribution if and only if $\left\{F_{1}\left(X_{1}\right), F_{2}\left(X_{2}\right), \ldots, F_{d}\left(X_{d}\right)\right\}^{\mathrm{T}}$ distributes the same as $\left\{\Phi\left(Z_{1}\right), \ldots, \Phi\left(Z_{d}\right)\right\}^{\mathrm{T}}$, where $F_{1}, \ldots, F_{d}$ are the marginal distribution functions of $X_{1}, \ldots, X_{d}, \Phi(\cdot)$ represents the distribution function of the standard Gaussian, and $Z=\left(Z_{1}, \ldots, Z_{d}\right)^{\mathrm{T}} \sim N_{d}\left(0, \Sigma^{0}\right)$ with diagonal entries of $\Sigma^{0}$ equal 1 . The Gaussian copula family includes the Gaussian, and is a semi-parametric one since the marginal distributions of
$X$ are unspecified. We refer to $\Sigma^{0}$ as the latent correlation matrix of $X$. As in the main paper, we only consider continuous $X$ for avoiding possible ties.

We aim at testing the null hypothesis $A_{0}: \Sigma_{j k}^{0}=0$, for all $|j-k| \geq m$. Because $X$ is assumed to be a Gaussian copula, the dependence structure among $\left\{X_{1}, \ldots, X_{d}\right\}$ is fully encoded in $\Sigma^{0}$. Therefore, testing $A_{0}$ is equivalent to testing $m$-dependence among entries of $X$, i.e., $X_{j}$ is independent of $X_{k}$, for all $|j-k| \geq m$.

Cai \& Jiang (2011) first consider the problem of testing $A_{0}$ in high dimensions on Gaussian data. Later, the result is extended to non-Gaussian data under a moment assumption (Shao \& Zhou, 2014). In this section, we show that the moment assumption can be utterly relaxed by resorting to the rank-based statistics.

For testing $A_{0}$, instead of resorting to the Pearson's correlation coefficients as in Cai \& Jiang (2011) and Shao \& Zhou (2014), we use Kendall's tau correlation coefficients $\left\{\tau_{j k}, 1 \leq j<k \leq d\right\}$ introduced in Example 2 in the main paper. It is well known that Kendall's tau is irrelevant to the marginal distributions of $X$ (Nelsen, 1999). Accordingly, within the Gaussian copula family, Kendall's tau is a more natural measure of dependence than Pearson's correlation coefficient. Moreover, it is known from Lemma C8 that, under the Gaussian copula family, we have $\Sigma_{j k}^{0}=\sin \left(\tau_{j k}^{0} \pi / 2\right)$, where $\tau_{j k}^{0} \equiv E\left(\tau_{j k}\right)$. Therefore, within the Gaussian copula family, testing $A_{0}$ is equivalent to testing $\tau_{j k}^{0}=0$ for all $|j-k| \geq m$. We hence propose the following test statistic

$$
\begin{equation*}
T_{\alpha, m}^{\tau} \equiv I\left\{\frac{9 n}{4}\left(L_{n, m}^{\tau}\right)^{2}-4 \log d+\log \log d \geq q_{\alpha}\right\} \tag{A2}
\end{equation*}
$$

where $q_{\alpha}$ is introduced in (9) in the main paper and the extreme-value statistic $L_{n, m}^{\tau} \equiv \max _{|j-k| \geq m}\left|\tau_{j k}\right|$. $L_{n, m}^{\tau}$ is an extreme-value statistic similar to $L_{n}^{\tau}$ in the main paper. We expect $L_{n, m}^{\tau}$ to have similar null limiting distribution as $L_{n}^{\tau}$ given proper conditions on $m$. We reject $A_{0}$ if and only if $T_{\alpha, m}^{\tau}=1$.

The following theorem justifies the test $T_{\alpha, m}^{\tau}$ for a fixed nominal significance level $\alpha$.
THEOREM A3. Suppose that $\log d=o\left(n^{1 / 3}\right)$ as $n$ grows, $m=o\left(d^{c}\right)$ for any $c>0$, and for some constant $\delta \in(0,1)$,

$$
\operatorname{card}\left[\left\{1 \leq j \leq d:\left|\Sigma_{j k}^{0}\right|>1-\delta \text { for some } 1 \leq k \leq d \text { and } j \neq k\right\}\right]=o(d)
$$

Provided that $X$ is continuous and distributes as a Gaussian copula, under $A_{0}$, we have, for any $y \in \mathcal{R}$,

$$
\left|\operatorname{pr}\left\{\frac{9 n}{4}\left(L_{n, m}^{\tau}\right)^{2}-4 \log d+\log \log d \leq y\right\}-\exp \left\{-(8 \pi)^{-1 / 2} \exp \left(-\frac{y}{2}\right)\right\}\right|=o_{y}(1)
$$

Accordingly, the test $T_{\alpha, m}^{\tau}$ can asymptotically control the size as $n$ and $d$ grow, i.e.,

$$
\operatorname{pr}\left(T_{\alpha, m}^{\tau}=1 \mid A_{0}\right)=\alpha+o(1)
$$

Remark A1. The proof of the theorem shows that the assumption, $m=o\left(d^{c}\right)$ for any $c>0$, can be easily relaxed. Specifically, we only require $m=o\left(d^{\epsilon(\delta)}\right)$ for a small enough constant $\epsilon(\delta)$ depending on $\delta$. This can be verified by checking Equation (C19), and Equation (68) in Cai \& Jiang (2011).

Similar to the power analysis in Section 4.2 in the main paper, we study the power of the test $T_{\alpha, m}^{\tau}$ against a sparse alternative. To this end, consider the following set of matrices

$$
\mathcal{U}_{m}(c) \equiv\left\{M \in \mathcal{R}^{d \times d}: \operatorname{diag}(M)=I_{d}, M=M^{\mathrm{T}}, \max _{|j-k| \geq m}\left|M_{j k}\right| \geq c(\log d / n)^{1 / 2}\right\}
$$

The following theorem shows, for the Gaussian copula family, as long as the latent correlation matrix $\Sigma^{0} \in \mathcal{U}_{m}(C)$ for some large constant $C$, the power of the proposed test tends to one.

THEOREM A4. Suppose that we observe $n$ independent observations of a d-dimensional random vector $X=\left(X_{1}, \ldots, X_{d}\right)^{\mathrm{T}}$ following a Gaussian copula with the latent correlation matrix $\Sigma^{0}$. Then, there
exists some large constant $D_{3}$ such that

$$
\sup _{\Sigma^{0} \in \mathcal{U}_{m}\left(D_{3}\right)} \operatorname{pr}\left(T_{\alpha, m}^{\tau}=1\right)=1-o(1)
$$

as $n$ and $d$ grow. Here the supremum is taken over the Gaussian copula family such that $\Sigma^{0} \in \mathcal{U}_{m}\left(D_{3}\right)$.
We derive Theorem A4 using a similar technique as in the proof of Theorem 3. The proof is thus omitted.
We then turn to study the optimality of $T_{\alpha, m}^{\tau}$. In testing $A_{0}$, for each $n$, we define $\mathcal{T}_{\alpha, m}$ to be the set of all measurable size- $\alpha$ tests $T_{\alpha, m}$ such that $\operatorname{pr}\left(T_{\alpha, m}=1 \mid A_{0}\right) \leq \alpha$. The following theorem gives the detection lower bound in differentiating the null hypothesis and the sparse alternative.

THEOREM A5. Assume that there exists a positive constant $c_{0}^{\prime}<1, \log d=o(n)$ as $n$ grows, and $m=o\left(d^{c}\right)$ for any $c>0$. Let $\beta$ be a positive constant satisfying that $\alpha+\beta<1$. For all large enough $n$ and $d$, we have

$$
\inf _{T_{\alpha, m} \in \mathcal{T}_{\alpha, m}} \sup _{\Sigma^{0} \in \mathcal{U}_{m}\left(c_{0}^{\prime}\right)} \operatorname{pr}\left(T_{\alpha, m}=0\right) \geq 1-\alpha-\beta,
$$

where the supremum is taken over any distribution family such that $\Sigma^{0} \in \mathcal{U}_{m}\left(c_{0}^{\prime}\right)$.
Therefore, we conclude that $T_{\alpha, m}^{\tau}$ is rate-optimal in testing the null hypothesis $A_{0}$ against the sparse alternative in the main paper.

For any constant $c>0$, the matrix $\operatorname{set} \mathcal{U}(c)$ defined in (13) in the main paper includes $\mathcal{U}_{m}(c)$. Accordingly, the lower bound derived in Section 4.3 cannot be trivially exploited to derive the lower bound for testing the bandedness of $\Sigma^{0}$. However, using the fact that $m=o\left(d^{c}\right)$ for any $c>0$, we can find the lower bound for testing $A_{0}$ via designing a similar set of parameters as in the proof of Theorem 5.

## A•4. Test of homogeneity

Let $X_{1, .,}, \ldots, X_{n, \cdot} \in \mathcal{R}^{d}$ be $n$ independent but not necessarily identically distributed random vectors with $X_{i, .}=\left(X_{i, 1}, \ldots, X_{i, d}\right)^{\mathrm{T}}$ for $i=1, \ldots, n$. We aim at testing $B_{0}: X_{1, \cdot}, \ldots, X_{n, .}$ are identically distributed. Testing $B_{0}$ is of fundamental interest in many statistical fields.

It is generally very complicated to test homogeneity in high dimensions. The works in this field are very limited and most of the existed ones reduce it to equity tests of two-sample means and covariance matrices. Bai \& Saranadasa (1996), Srivastava \& Du (2008), Chen \& Qin (2010), and Cai et al. (2014) consider comparing the means of two high-dimensional Gaussian vectors with unknown covariance matrices, and Chen et al. (2010) and Cai et al. (2014) develop tests of equity of two covariance matrices.

We consider a simplified version of $B_{0}$ : the entries in each $X_{i, \text {, }}$ are mutually independent. In this simplified setting, we reduce the test of $B_{0}$ to the test that $X_{1, j}, X_{2, j}, \ldots, X_{n, j}$ are identically distributed for any $j \in\{1, \ldots, d\}$. For each $j$, we test the homogeneity using a rank-based test statistic. We then formulate an extreme-value statistic by combining the $d$ separate rank-based test statistics.

In details, let $H_{n}$ be an extreme-value statistic summarizing the $d$ separate rank-based test statistics: $H_{n} \equiv \max _{j \in\{1, \ldots, d\}}\left|h_{j}\right|$, where

$$
h_{j} \equiv \frac{2}{n(n-1)} \sum_{i<i^{\prime}} \operatorname{sign}\left(X_{i^{\prime}, j}-X_{i, j}\right) \quad(j=1, \ldots, d) .
$$

Here $h_{j}$ is an rank-based statistic counting the number of inequalities $X_{i^{\prime}, j}>X_{i, j}$ across all pairs $i<i^{\prime}$. Mann (1945) is the first to introduce the test statistic $h_{j}$ for testing homogeneity. Mann (1945) characterizes the sufficient conditions for $h_{j}$ to be consistent and unbiased, and shows that this statistic is powerful against a trend alternative that will be introduced later. We refer to Kendall \& Stuart (1961) for more discussion on the rationale of using $h_{j}$ for testing homogeneity. For testing $B_{0}$, we propose the following statistic based on $H_{n}$ :

$$
T_{\alpha}^{h} \equiv I\left(\frac{9 n}{4} H_{n}^{2}-2 \log d+\log \log d \geq \widetilde{q}_{\alpha}\right)
$$

where $\widetilde{q}_{\alpha} \equiv-\log \pi-2 \log \log (1-\alpha)^{-1}$ is the $1-\alpha$ quantile of the Gumbel distribution with the distribution function $\exp \left\{-\pi^{-1 / 2} \exp (-y / 2)\right\}$.

Next, we justify that the test $T_{\alpha}^{h}$ controls the size properly. Under $B_{0}$, we have $X_{1, j}, \ldots, X_{n, j}$ are identically distributed and hence the distribution of $\operatorname{sign}\left(X_{i^{\prime}, j}-X_{i, j}\right)$ should be centered around zero, and the ranks of $X_{1, j}, \ldots, X_{n, j}$ are uniformly sampled from the set of all permutations of $\{1, \ldots, n\}$. Accordingly, $h_{j}$ is identically distributed to Kendall's tau statistic under $H_{0}$ in the main paper. Therefore, using Example 2, we derive $E_{B_{0}}\left(h_{j}\right)=0$ and

$$
\operatorname{var}_{B_{0}}\left(h_{j}\right)=\frac{2(2 n+5)}{9 n(n-1)}=\frac{4}{9 n}\{1+o(1)\}
$$

and the limiting distribution of $H_{n}$ shall resemble that of Kendall's tau. Specifically, the following theorem provides the null limiting distribution of $H_{n}$.

Theorem A6. Suppose that $\log d=o\left(n^{1 / 3}\right)$ as $n$ grows. Under $B_{0}$, we have, for any $y \in \mathcal{R}$,

$$
\left|\operatorname{pr}\left(\frac{9 n}{4} H_{n}^{2}-2 \log d+\log \log d\right)-\exp \left\{-\pi^{-1 / 2} \exp \left(-\frac{y}{2}\right)\right\}\right|=o_{y}(1)
$$

Accordingly, the test $T_{\alpha}^{h}$ can asymptotically control the size as $n$ and $d$ grow, i.e.,

$$
\operatorname{pr}\left(T_{\alpha}^{h}=1 \mid B_{0}\right)=\alpha+o(1)
$$

It is worth noting that, similar to Corollary 1 in the main paper, Theorem A6 holds without any distributional assumption on $X_{1, \cdot}, \ldots, X_{n, .}$

We then study the power of the proposed test. We consider a particular trend alternative; that is, for at least one entry $j \in\{1, \ldots, d\}$, the mean of $X_{i, j}$ is a linear function of $i$ for a certain entry $j \in\{1, \ldots, d\}$, i.e., $B_{1}$ : there exists some $j \in\{1, \ldots, d\}$ such that $E\left(X_{i, j}\right)=\beta_{0}+\beta_{1} i / n$ with $\operatorname{var}\left(X_{i, j}\right)=\sigma^{2}$, for $i=$ $1, \ldots, n$ and $\beta_{0}, \beta_{1}, \sigma^{2} \in \mathcal{R}$. Under $B_{1}$, the variance $\sigma^{2}$ is identical across samples while the means are monotonically increasing or decreasing with respect to the label $i$. Such an alternative is of interest in areas including quality control, finance, and longitudinal data analysis. For instance, in quality control we are interested in inspecting whether machines keep performing well. One alternative of interest is: at least one machine's performance keeps descending.

Under $B_{1}$, consider the following set of real numbers $\left(a_{1}, a_{2}\right)$ :

$$
\mathcal{B}(c) \equiv\left\{\left(a_{1}, a_{2}\right):\left|a_{1}\right| / a_{2} \geq c(\log d / n)^{1 / 2}, a_{2}>0\right\} .
$$

The following theorem shows that, uniformly over the alternative hypothesis set $\mathcal{B}(C)$, for some large enough constant $C>0$, the power of the proposed test tends to unity as $n$ grows.

Theorem A7. Suppose that there exists at least one entry $j \in\{1, \ldots, d\}$ satisfying $B_{1}$ with parameters of interest $\left(\beta_{1}, \sigma\right)$. Moreover, for $i=1, \ldots, n$, the density function $p_{i j}(\cdot)$ of $\left\{X_{i, j}-\right.$ $\left.E\left(X_{i, j}\right)\right\} /\left\{\operatorname{var}\left(X_{i, j}\right)\right\}^{1 / 2}$ is identical to some density function $p(\cdot)$, which satisfies that

$$
\begin{equation*}
p(x) \geq D_{4}>0 \text { for all } x \in[-M, M] \tag{A3}
\end{equation*}
$$

for some constant $M>0$. Then there exists some large scalar $D_{5}$ only depending on $D_{4}$ and $M$ such that

$$
\sup _{\left(\beta_{1}, \sigma\right) \in \mathcal{B}\left(D_{5}\right)} \operatorname{pr}\left(T_{\alpha}^{h}=0\right)=o(1)
$$

In the following we show that the detection boundary $\left|\beta_{1}\right| / \sigma \geq C(\log d / n)^{1 / 2}$ is rate-optimal. We define $\mathcal{T}_{\alpha}^{h}$ to be the set of all measurable size- $\alpha$ tests $T_{\alpha}^{h}$ satisfying

$$
\operatorname{pr}\left(T_{\alpha}^{h}=1 \mid B_{0}\right) \leq \alpha
$$

The following theorem shows that the proposed test is rate-optimal against the trend alternative $B_{1}$.

THEOREM A8. Assume that there exists a constant $c_{0}^{\prime \prime}<3^{1 / 2}, \log d / n=o(1)$ as $n$ grows. Let $\beta$ be a positive constant satisfying that $\alpha+\beta<1$. For all large enough $n$, $d$, we have

$$
\inf _{T_{\alpha}^{h} \in \mathcal{T}_{\alpha}^{h}} \sup _{\left(\beta_{1}, \sigma\right) \in \mathcal{B}\left(c_{0}^{\prime \prime}\right)} \operatorname{pr}\left(T_{\alpha}^{h}=0\right) \geq 1-\alpha-\beta
$$ $j$ th entry

## B•3. Additional comparisons

Mao (2016) and Leung \& Drton (2017) study the problem of testing $H_{0}$ using statistics based on the sums of rank correlations. Mao (2016) proposes a test based on Spearman's rho statistics

$$
\begin{equation*}
S=\sigma_{n d}^{-1}\left\{\sum_{j=2}^{d} \sum_{k=1}^{j-1} \rho_{j k}^{2}-\frac{d(d-1)}{2(n-1)}\right\} \tag{B1}
\end{equation*}
$$

where $\sigma_{n d}^{2} \equiv\left\{d(d-1)\left(25 n^{3}-57 n^{2}-40 n+108\right)\right\} /\left\{25(n-1)^{3} n(n+1)\right\}$. Mao (2016) shows that $S$ converges in distribution to the standard normal as $n$ and $d$ grow. Leung \& Drton (2017) study a similar statistics

$$
\begin{equation*}
T=\frac{n}{d}\left\{\sum_{j=2}^{d} \sum_{k=1}^{j-1} \rho_{j k}^{2}-\frac{d(d-1)}{2(n-1)}\right\} \tag{B2}
\end{equation*}
$$

and show that $T$ converges in distribution to the standard normal as $n$ and $d$ grow. The difference is that Mao (2016) uses the exact standard deviation $\sigma_{n d}$, while Leung \& Drton (2017) use $d / n$ as an approximation. Leung \& Drton (2017) also provide a general theory that applies to other $U$-statistics.

In this simulation, we compare three tests based on Spearman's rho, i.e., the Spearman test in the main paper, the test based on $S$ of Mao (2016), and the test based on $T$ of Leung \& Drton (2017).

We apply the three tests on the ten data generating mechanisms described in Section B-2. In additional, we adopt a simulation scheme where data are drawn from independent Cauchy distribution with mean zero and scale one as in Mao (2016) to examine the sizes of the three tests under infinite variance.

Results averaged over 5, 000 simulated data sets are shown in Table 1. The two tests of Mao (2016) and Leung \& Drton (2017) have comparable performances across all settings, which agrees with the findings in Mao (2016). We note that the Spearman test achieves higher power against the sparse alternative than the other two tests. This is because our proposed test is based on the maxima while the other two tests are based on averages, and thus our proposed test is more sensitive to the sparse alternatives. We also note that our proposed test can sometimes be conservative, which is a result of the slow convergence rate of the Gumbel distribution. As we will see in Section B-4, this can be addressed by resorting to the simulation-based rejection threshold.

## B-4. Testing with exact distributions

In what follows, we provide the empirical sizes and powers of exact tests. We adopt the Gaussian distribution in Section $5 \cdot 2$ in the main paper. We compare the performances of the Spearman test and the Kendall test using theoretical thresholds to the performance of the Spearman and Kendall tests using simulation-based thresholds. We refer to the Spearman test and the Kendall test using simulation-based thresholds as the Spearman exact test and Kendall exact test, respectively.

Results over 5, 000 simulated data sets are given in Table 2. We observe that the sizes of the two exact tests are well controlled, and their powers are higher than the corresponding tests that use the theoretical threshold $q_{\alpha}$. This reflects the extra gain in power by resorting to the exact tests.

## B.5. Real data analysis

We study the empirical performance of competing tests on a real stock market data. We collect the daily closing prices of 452 stocks in the Standard and Poor 500 index from January 1, 2003 to January 1,2008 , available on finance. yahoo. com. We study the nearly independent monthly log return data (Xue et al., 2012). All together, the corresponding data matrix has $n=59$ rows and $d=452$ columns.

In order to evaluate the control of size for the seven tests, we simulate data sets with independent columns based on the real monthly log return data matrix. We generate each simulated data set by randomly permuting the entries within each column of the data matrix. This permutation preserves the empirical marginal distribution for each of the 452 column variables, i.e. the stock prices, but, within each row, the 452 column variables are mutually independent.

We apply the six competing tests to 1,000 permuted data sets, and report the resulting $p$-values in Figure 1.

Since the entries within each column have been permuted, the corresponding 452 entries are completely independent and the histograms shall be close to that of the uniform distribution in $[0,1]$. We find that the histograms of our proposed tests are relatively flat and the proposed tests can effectively control the size. In comparison, the histograms of $p$-values from Zhou (2007) and Mao (2014) are strongly skewed to the left, indicating that the tests tend to falsely reject the null hypothesis. The reason is that Zhou (2007) and Mao (2014) are very sensitive to extreme events as observed in Section $5 \cdot 2$ as well as in Shao \& Zhou


Fig. 1: Histograms of the $p$-values of six competing methods on 1,000 permuted monthly $\log$ return data. The empirical probabilities of the $p$-values less than $0 \cdot 050$ are $0 \cdot 003,0 \cdot 021$, $1 \cdot 000,1 \cdot 000,0 \cdot 041$, and $0 \cdot 051$ for the Spearman test, the Kendall test, the tests of Zhou (2007), Mao (2014), Reddi \& Póczos (2013), and Póczos et al. (2012), respectively.

Table 1: Empirical sizes and powers of the Spearman test, the test of Mao (2016), and the test of Leung \& Drton (2017) in percentages

| $n$ | $d$ | Spearman | Leung \& Drton (2017) Mao (2016) Guassian null distribution |  | Spearman Leung \& Drton (2017) Mao (2016) Gaussian alternative distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| 60 | 50 | $2 \cdot 8$ | $5 \cdot 1$ | $5 \cdot 4$ | 91.9 | 30.9 | 31.8 |
|  | 200 | 1.8 | $5 \cdot 1$ | $5 \cdot 2$ | $84 \cdot 3$ | 7.4 | 7.5 |
|  | 800 | $1 \cdot 2$ | 4.9 | $5 \cdot 0$ | $76 \cdot 3$ | 5.6 | $5 \cdot 7$ |
| 100 | 50 | $3 \cdot 8$ | 4.6 | 4.9 | $97 \cdot 1$ | 59.9 | 60.3 |
|  | 200 | 2.5 | 4.6 | $4 \cdot 7$ | 93.7 | 11.6 | 11.8 |
|  | 800 | $1 \cdot 8$ | $5 \cdot 2$ | $5 \cdot 3$ | $92 \cdot 3$ | 5.4 | $5 \cdot 4$ |
|  |  | Light-tailed null distribution |  |  | Light-tailed alternative distribution |  |  |
| 60 | 50 | $2 \cdot 5$ | 4.4 | 4.6 | 90.9 | 31.9 | $32 \cdot 6$ |
|  | 200 | 1.7 | 4.8 | 5.0 | 84.5 | $6 \cdot 2$ | $6 \cdot 3$ |
|  | 800 | $1 \cdot 1$ | $4 \cdot 8$ | 4.9 | 76.0 | $5 \cdot 3$ | 5.4 |
| 100 | 50 | $3 \cdot 5$ | $4 \cdot 4$ | $4 \cdot 8$ | $96 \cdot 7$ | $60 \cdot 0$ | $60 \cdot 6$ |
|  | 200 | 2.8 | $5 \cdot 2$ | $5 \cdot 3$ | 94.7 | $10 \cdot 4$ | $10 \cdot 5$ |
|  | 800 | 1.8 | 4.7 | $4 \cdot 8$ | 91.7 | 5.9 | 5.9 |
|  |  | Heavy-tailed null distribution |  |  | Heavy-tailed alternative distribution |  |  |
| 60 | 50 | 2.5 | $5 \cdot 1$ | $5 \cdot 4$ | 91.0 | 31.5 | $32 \cdot 0$ |
|  | 200 | 1.8 | $5 \cdot 2$ | $5 \cdot 3$ | 84.0 | 7.4 | 7.5 |
|  | 800 | $1 \cdot 1$ | $4 \cdot 2$ | $4 \cdot 3$ | 76.0 | $5 \cdot 3$ | 5.4 |
| 100 | 50 | 3.7 | 4.7 | 4.8 | $96 \cdot 7$ | $60 \cdot 3$ | 61.0 |
|  | 200 | 3.0 | $4 \cdot 1$ | $4 \cdot 2$ | 94.5 | $11 \cdot 6$ | 11.7 |
|  | 800 | $2 \cdot 1$ | $4 \cdot 7$ | $4 \cdot 8$ | 90.9 | 5.2 | $5 \cdot 3$ |
|  |  | Multivariate $t$ null distribution |  |  | Multivariate $t$ alternative distribution |  |  |
| 60 | 50 | $2 \cdot 8$ | 4.4 | 4.6 | 95.2 | 28.7 | 29.5 |
|  | 200 | 1.6 | $4 \cdot 8$ | $5 \cdot 0$ | 79.4 | $7 \cdot 0$ | $7 \cdot 1$ |
|  | 800 | $1 \cdot 2$ | $5 \cdot 2$ | $5 \cdot 3$ | $40 \cdot 0$ | $5 \cdot 2$ | $5 \cdot 2$ |
| 100 | 50 | $4 \cdot 1$ | 4.7 | $5 \cdot 1$ | 99.7 | $61 \cdot 0$ | 61.6 |
|  | 200 | $2 \cdot 6$ | $5 \cdot 2$ | $5 \cdot 3$ | 99.5 | $9 \cdot 4$ | $9 \cdot 6$ |
|  | 800 | 1.9 | 4.6 | $4 \cdot 6$ | 98.6 | $5 \cdot 1$ | $5 \cdot 1$ |
|  |  | Exponential null distribution |  |  | Exponential alternative distribution |  |  |
| 60 | 50 | 1.7 | 4.7 | $5 \cdot 0$ | $90 \cdot 5$ | $94 \cdot 1$ | 94.4 |
|  | 200 | $0 \cdot 8$ | $5 \cdot 0$ | $5 \cdot 2$ | 83.0 | $100 \cdot 0$ | $100 \cdot 0$ |
|  | 800 | $0 \cdot 2$ | $4 \cdot 3$ | $4 \cdot 4$ | 74.7 | $100 \cdot 0$ | $100 \cdot 0$ |
| 100 | 50 | 2.9 | 4.7 | $5 \cdot 1$ | 96.9 | 98.3 | 98.3 |
|  | 200 | $1 \cdot 8$ | $5 \cdot 0$ | $5 \cdot 1$ | 94.0 | $100 \cdot 0$ | $100 \cdot 0$ |
|  | 800 | $0 \cdot 7$ | $5 \cdot 3$ | $5 \cdot 4$ | 91.4 | $100 \cdot 0$ | $100 \cdot 0$ |
| Cauchy null distribution |  |  |  |  |  |  |  |
| 60 | 50 | 1.5 | 4.7 | $4 \cdot 8$ | - | - | - |
|  | 200 | $0 \cdot 6$ | 4.7 | $4 \cdot 8$ | - | - | - |
|  | 800 | $0 \cdot 2$ | 4.8 | 4.9 | - | - | - |
| 100 | 50 | 3.1 | $5 \cdot 1$ | $5 \cdot 4$ | - | - | - |
|  | 200 | 1.7 | $5 \cdot 1$ | $5 \cdot 1$ | - | - | - |
|  | 800 | $0 \cdot 7$ | $4 \cdot 7$ | $4 \cdot 7$ | - | - | - |

Results are averaged over 5,000 simulated data sets.
(2014). And here the log return data contain extreme events and are heavy-tailed (Rachev, 2003), which are not eliminated by permutation. Finally, kernel-based tests can control the size, which agrees with our findings in Section $5 \cdot 2$ in the main paper.

## C. Technical Proofs

C•1. Overview
In this section, we provide the technical proofs of the theoretical results in the main paper and in Section A of the Supplementary Material. For ease of reading, we defer the technical lemmas to Section C•8.

Table 2: Empirical sizes and powers of simulation-based rejection thresholds in percentages

| $n$ | $d$ | Spearman exactKendall exact <br> Guassian null distribution | Spearman | Kendall |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | Spearman exact | Kendall exact |
| :---: |
| Gaussian alternative distribution | Spearman | Kendall |
| :---: |

The Spearman exact and Kendall exact tests use simulation-based rejection thresholds. Results are averaged over 5,000 simulated data sets.

## C-2. Proofs of Theorems 1 and 2

In the proof, Lemma C2 plays a key role in calculating the convergence rate of the limiting distribution. We first prove Theorem 1 in the main paper.

Proof. To begin with, we focus on the statistic $\psi_{j k} \equiv n^{1 / 2} V_{j k} / \sigma_{V}$. In Lemma C2, let $I \equiv\{(j, k)$ : $1 \leq j<k \leq d\}$. For $u=(j, k) \in I$, set $B_{u}=\{(l, m) \in I:(l, m) \neq(j, k),\{l, m\} \cap\{j, k\} \neq \emptyset\}, \eta_{u}=$ $\left|\psi_{j k}\right|$, and $A_{u}=A_{j k}=\left\{\left|\psi_{j k}\right|>t\right\}$. We can check that $b_{3}=0$ in Lemma C2, and

$$
\begin{equation*}
\left|\operatorname{pr}\left(n^{1 / 2} L_{n} / \sigma_{V} \leq t\right)-e^{-\lambda_{n}}\right| \leq b_{1, n}+b_{2, n} \tag{C1}
\end{equation*}
$$

where we have

$$
\begin{equation*}
\lambda_{n}=\frac{d(d-1)}{2} \operatorname{pr}\left(A_{12}\right) . \tag{C2}
\end{equation*}
$$

Using Lemma $\mathrm{C} 4, A_{12}$ is independent of $A_{13}$ and accordingly

$$
b_{1, n} \leq d^{3} \operatorname{pr}\left(A_{12}\right)^{2}, \quad b_{2, n} \leq d^{3} \operatorname{pr}\left(A_{12} A_{13}\right)=d^{3} \operatorname{pr}\left(A_{13}\right)^{2} .
$$

Here using Lemma C5, when $t=o\left(n^{1 / 6}\right)$, we have

$$
\begin{equation*}
\operatorname{pr}\left(A_{12}\right)=\operatorname{pr}\left(\left|\psi_{12}\right|>t\right)=2\{1-\Phi(t)\}\{1+o(1)\} . \tag{C3}
\end{equation*}
$$

Accordingly, for $i=1,2$, using the Gaussian tail bound $\operatorname{pr}\left\{N_{1}(0,1)>t\right\} \leq e^{-t^{2} / 2} /\left\{(2 \pi)^{1 / 2} t\right\}$, we have

$$
\begin{equation*}
b_{i, n} \leq \frac{2}{\pi t^{2}} d^{3} \exp \left(-t^{2}\right) \Rightarrow b_{1, n}+b_{2, n} \leq \frac{4}{\pi t^{2}} d^{3} \exp \left(-t^{2}\right)\{1+o(1)\} \tag{C4}
\end{equation*}
$$

We then let

$$
\begin{equation*}
t=(4 \log d-\log \log d+y)^{1 / 2} \asymp(4 \log d)^{1 / 2} \tag{C5}
\end{equation*}
$$

and directly plug the above $t$ into (C1). Because $\log d=o\left(n^{1 / 3}\right)$, (C3) holds and it follows that

$$
\begin{equation*}
b_{1 n}+b_{2 n} \leq \frac{4}{\pi(4 \log d-\log \log d+y)} d^{3} \exp (-4 \log d+\log \log d)=o\left(\frac{1}{d}\right) \tag{C6}
\end{equation*}
$$

On the other hand, using the Gaussian tail bounds in an unpublished technical report by Duembgen (available on arXiv. org with identifier 1012.2063), we have for any $t>0$,

$$
\begin{equation*}
\frac{1}{t+1 / t}(2 \pi)^{-1 / 2} \exp \left(-\frac{t^{2}}{2}\right) \leq 1-\Phi(t) \leq \frac{1}{t}(2 \pi)^{-1 / 2} \exp \left(-\frac{t^{2}}{2}\right) \tag{C7}
\end{equation*}
$$

Accordingly, as $d$ grows, we see that $t$ diverges to infinity in (C5). We have, as $t$ grows,

$$
1 / t-1 /(t+1 / t)=1 /\left\{t\left(t^{2}+1\right)\right\} \asymp 1 / t^{3}
$$

It yields that

$$
\begin{equation*}
1-\Phi(t)=\frac{1}{(2 \pi)^{1 / 2} t} \exp \left(-\frac{t^{2}}{2}\right)\left[1+O\left\{(\log d)^{-3 / 2}\right\}\right] \tag{C8}
\end{equation*}
$$

Combining (C2), (C3), and (C8) implies

$$
\begin{align*}
\lambda_{n} & =d^{2}\{1-\Phi(t)\}\{1+o(1)\}=\frac{d^{2}}{(8 \pi \log d)^{1 / 2}} \exp \left(-\frac{4 \log d-\log \log d+y}{2}\right)\{1+o(1)\} \\
& =(8 \pi)^{-1 / 2} \exp \left(-\frac{y}{2}\right)\{1+o(1)\} \tag{C9}
\end{align*}
$$

Plugging the above equation to (C1) yields

$$
\begin{align*}
& \left|\operatorname{pr}\left(\frac{n L_{n}^{2}}{\sigma_{V}^{2}}-4 \log d+\log \log d \leq y\right)-\exp \left\{-(8 \pi)^{-1 / 2} \exp \left(-\frac{y}{2}\right)\right\}\right| \\
\leq & \left|\operatorname{pr}\left(n^{1 / 2} L_{n} / \sigma_{V} \leq t\right)-\exp \left(-\lambda_{n}\right)\right|+\left|\exp \left(-\lambda_{n}\right)-\exp \left\{-(8 \pi)^{-1 / 2} \exp (-y / 2)\right\}\right|=o_{y}(1) \tag{C10}
\end{align*}
$$

which completes the proof.
The proof of Theorem 2 is very similar to the proof of Theorem 1. One only needs to replace (C22) with (C23) when applying Lemma C5. The proof is thus omitted.

## C•3. Proofs of Theorems 3 and 4

The proofs are based on several concentration inequalities developed in Section C•8. We prove Theorem 3 first.

Proof. The test statistic $n L_{n}^{2} / \sigma_{V}^{2}$ is scale and location invariant. Hence, without loss of generality, we assume that $\sum_{i=1}^{n} c_{n i}=0$ in this proof. Using (4), we have $E_{H_{0}}\left(V_{j k}\right)=0$ and

$$
\widehat{V}_{j k}=\frac{V_{j k}}{\sigma_{V}}=\frac{V_{j k}\{1+o(1)\}}{A_{1}}
$$

Let $\Delta$ be a Lipschitz constant of both $g(\cdot)$ introduced in (1) and $f(\cdot)$ introduced in (2) in the main paper. Using Lemma C6, it follows that, for sufficiently large $n$ and some scalar $c\left(A_{1}, A_{2}, \Delta\right)$ only depending on $A_{1}, A_{2}$, and $\Delta$, for any $t>0$,

$$
\operatorname{pr}\left(\left|\widehat{V}_{j k}-V_{j k}\right|>t\right) \leq 2 \exp \left\{-n t^{2} / c\left(A_{1}, A_{2}, \Delta\right)\right\}
$$

We then have

$$
\operatorname{pr}\left(\max _{j<k}\left|\widehat{V}_{j k}-V_{j k}\right|>t\right) \leq d^{2} \exp \left\{-n t^{2} / c\left(A_{1}, A_{2}, \Delta\right)\right\}
$$

which implies that, with probability at least $1-d^{-1}$,

$$
\max _{j, k}\left|\widehat{V}_{j k}-V_{j k}\right| \leq\left\{\frac{3 c\left(A_{1}, A_{2}, \Delta\right) \log d}{n}\right\}^{1 / 2}
$$

Therefore, we have, for $n$ large enough, there exists a large enough constant $C$ such that

$$
n L_{n}^{2} / \sigma_{V}^{2}=n \max _{j<k} \widehat{V}_{j k}^{2} \geq n\left(\max _{j, k}\left|V_{j k}\right|-\max _{j, k}\left|\widehat{V}_{j k}-V_{j k}\right|\right)^{2} \geq\left\{C-3^{1 / 2} c\left(A_{1}, A_{2}, \Delta\right)^{1 / 2}\right\}^{2} \log d
$$

Accordingly, by choosing $C>2+3^{1 / 2} c\left(A_{1}, A_{2}, \Delta\right)^{1 / 2}$, we have with probability no smaller than $1-$ $d^{-1}$,
for some small constant $\epsilon$. Accordingly, for any given $q_{\alpha}$, with probability tending to 1 ,

$$
n L_{n}^{2} / \sigma_{V}^{2}>4 \log d-\log \log d-q_{\alpha}
$$

This completes the proof.
We then prove Theorem 4 in the main paper.
Proof. The proof is similar to that of Theorem 3. Because the test statistic $n \widetilde{L}_{n}^{2} / \sigma_{U}^{2}$ is scale and location invariant, without loss of generality, we assume $E_{H_{0}}\left\{h\left(X_{1}, \ldots, X_{m}\right)\right\}=0$. Then it is immediately clear that $E_{H_{0}}\left(U_{j k}\right)=0$. Moreover, by a standard argument of $U$-statistics (see, e.g., Serfling (2002)), we have

$$
\begin{aligned}
n \operatorname{var}_{H_{0}}\left(U_{j k}\right) & =\widetilde{\sigma}_{U}^{2}\{1+o(1)\} \\
& =m^{2} \operatorname{var}_{H_{0}}\left[E_{H_{0}}\left\{h\left(X_{1,\{1,2\}}, \ldots, X_{m,\{1,2\}}\right) \mid X_{1,\{1,2\}}\right\}\right]\{1+o(1)\} \\
& =A_{4}\{1+o(1)\}
\end{aligned}
$$

where $\widetilde{\sigma}_{U}^{2}$ is defined in (15) in the main paper. Then using Lemma C7, we have for large $n$ and some scalar $c\left(A_{3}, A_{4}, m\right)$ only depending on $A_{3}, A_{4}$ and $m$, for any $t>0$

$$
\operatorname{pr}\left(\left|\widehat{U}_{j k}-U_{j k}\right|>t\right) \leq 2 \exp \left\{-n t^{2} / c\left(A_{3}, A_{4}, m\right)\right\}
$$

The rest is a line-by-line follow of Theorem 3's proof.

## C.4. Proof of Theorem 5

Proof. Consider the Gaussian setting and a simple alternative set of parameters

$$
\mathcal{F}(\rho)=\{M: M=I_{d}+\rho e_{1} e_{j}^{\mathrm{T}}+\rho e_{j} e_{1}^{\mathrm{T}}, e_{k}=(\underbrace{0, \ldots, 0}_{k-1}, 1,0, \ldots, 0), 1 \leq k \leq d, j=2, \ldots, d\} .
$$

Let $\mu_{\rho}$ be the uniform measure on $\mathcal{F}(\rho)$ and $\rho=c_{0}(\log d / n)^{1 / 2}$ for some small enough constant $c_{0}<$ 1. Let $\mathrm{pr}_{\Sigma}$ denote the probability measure of $N_{d}(0, \Sigma)$ and $\mathrm{pr}_{\mu_{\rho}}=\int \operatorname{pr}_{\Sigma} \mathrm{d} \mu_{\rho}(\Sigma)$. Let $\mathrm{pr}_{0}$ denote the probability measure of $N_{d}\left(0, I_{d}\right)$. Note that, for any set $A$, we have

$$
\sup _{\Sigma \in \mathcal{F}(\rho)} \operatorname{pr}_{\Sigma}\left(A^{C}\right) \geq \operatorname{pr}_{\mu_{\rho}}\left(A^{C}\right), \quad 1=\operatorname{pr}_{\mu_{\rho}}\left(A^{C}\right)+\operatorname{pr}_{\mu_{\rho}}(A)
$$

and

$$
\operatorname{pr}_{\mu_{\rho}}(A) \leq \operatorname{pr}_{0}(A)+\left|\operatorname{pr}_{\mu_{\rho}}(A)-\operatorname{pr}_{0}(A)\right|
$$

Letting $A \equiv\left\{T_{\alpha}=1\right\}$, the above equations yield

$$
\inf _{T_{\alpha} \in \mathcal{T}_{\alpha}} \sup _{\Sigma \in \mathcal{F}(\rho)} \operatorname{pr}_{\Sigma}\left(T_{\alpha}=0\right) \geq 1-\alpha-\sup _{A: \operatorname{pr}_{0}(A) \leq \alpha}\left|\operatorname{pr}_{\mu_{\rho}}(A)-\operatorname{pr}_{0}(A)\right| \geq 1-\alpha-\frac{1}{2}\left\|\operatorname{pr}_{\mu_{\rho}}-\operatorname{pr}_{0}\right\|_{T V}
$$

where $\|\cdot\|_{T V}$ denotes the total variation norm. Setting $L_{\mu_{\rho}}(y) \equiv \operatorname{dpr}_{\mu_{\rho}}(y) / \operatorname{dpr}_{0}(y)$, and by Jensen's inequality, we have

$$
\left\|\operatorname{pr}_{\mu_{\rho}}-\operatorname{pr}_{0}\right\|_{T V}=\int\left|L_{\mu_{\rho}}(y)-1\right| \operatorname{dpr}_{0}(y)=E_{\mathrm{pr}_{0}}\left|L_{\mu_{\rho}}(Y)-1\right| \leq\left[E_{\mathrm{pr}_{0}}\left\{L_{\mu_{\rho}}^{2}(Y)\right\}-1\right]^{1 / 2}
$$

Therefore, as long as $E_{\operatorname{pr}_{0}}\left\{L_{\mu_{\rho}}^{2}(Y)\right\}=1+o(1)$, we have

$$
\begin{equation*}
\inf _{T_{\alpha} \in \mathcal{T}_{\alpha}} \sup _{\Sigma \in \mathcal{F}(\rho)} \operatorname{pr}_{\Sigma}\left(T_{\alpha}=0\right) \geq 1-\alpha-o(1)>0 \tag{C11}
\end{equation*}
$$

We then prove that $E_{\operatorname{pr}_{0}}\left\{L_{\mu_{\rho}}^{2}(Y)\right\}=1+o(1)$. By construction, we have

$$
L_{\mu_{\rho}}=\frac{1}{d-1} \sum_{\Sigma \in \mathcal{F}(\rho)}\left[\prod_{i=1}^{n} \frac{1}{|\Sigma|^{1 / 2}} \exp \left\{-\frac{1}{2} Z_{i, \cdot}^{\mathrm{T}}\left(\Omega-I_{d}\right) Z_{i, \cdot}\right\}\right]
$$

where $\Omega \equiv \Sigma^{-1}$ and $Z_{1, \cdot}, \ldots, Z_{n, \text {, }}$ are $d$-dimensional vectors to be specified later. We have

$$
E_{\operatorname{pr}_{0}}\left\{L_{\mu_{\rho}}^{2}(Y)\right\}=\frac{1}{(d-1)^{2}} \sum_{\Sigma_{1}, \Sigma_{2} \in \mathcal{F}(\rho)} E\left[\prod_{i=1}^{n} \frac{1}{\left|\Sigma_{1}\right|^{1 / 2}} \frac{1}{\left|\Sigma_{2}\right|^{1 / 2}} \exp \left\{-\frac{1}{2} Z_{i, \cdot}^{\mathrm{T}}\left(\Omega_{1}+\Omega_{2}-2 I_{d}\right) Z_{i, \cdot}\right\}\right]
$$

where $\Omega_{i} \equiv \Sigma_{i}^{-1}$ for $i=1,2$ and $\left\{Z_{i, .}, 1 \leq i \leq n\right\}$ are independent and identically distributed as $N_{d}\left(0, I_{d}\right)$. We write

$$
A=\frac{\rho}{1-\rho^{2}}\left(\begin{array}{ccc}
2 \rho & -1 & -1 \\
-1 & \rho & 0 \\
-1 & 0 & \rho
\end{array}\right), \quad B=\frac{2 \rho}{1-\rho^{2}}\left(\begin{array}{cc}
\rho & -1 \\
-1 & \rho
\end{array}\right)
$$

It is easy to derive that

$$
\begin{aligned}
E_{\mathrm{pr}_{0}}\left(L_{\mu_{\rho}}^{2}\right)= & \underbrace{\frac{d-2}{d-1} \prod_{i=1}^{n}\left[\frac{1}{1-\rho^{2}} E\left\{\exp \left(-\frac{1}{2} Z_{i,\{1,2,3\}}^{\mathrm{T}} A Z_{i,\{1,2,3\}}\right)\right\}\right]}_{E_{1}} \\
& +\underbrace{\frac{1}{d-1} \prod_{i=1}^{n}\left[\frac{1}{1-\rho^{2}} E\left\{\exp \left(-\frac{1}{2} Z_{i,\{1,2\}}^{\mathrm{T}} B Z_{i,\{1,2\}}\right)\right\}\right]}_{E_{2}}
\end{aligned}
$$

where $E_{1}$ represents the set of $\left(\Sigma_{1}, \Sigma_{2}\right)$ with $\Sigma_{1} \neq \Sigma_{2}$, and $E_{2}$ represents the set of $\left(\Sigma_{1}, \Sigma_{2}\right)$ with $\Sigma_{1}=$ $\Sigma_{2}$. By standard argument in moment generating functions of the Gaussian quadratic form, we have

$$
E_{1}=\frac{d-2}{d-1} \frac{1}{\left(1-\rho^{2}\right)^{n}}\left[\left\{1+\lambda_{1}(A)\right\}\left\{1+\lambda_{2}(A)\right\}\left\{1+\lambda_{3}(A)\right\}\right]^{-n / 2},
$$

where $\lambda_{i}(A)$ is the $i$ th eigenvalue of $A$. Moreover, we have $\left\{1+\lambda_{1}(A)\right\}\left\{1+\lambda_{2}(A)\right\}\left\{1+\lambda_{3}(A)\right\}=$ $\left|A+I_{d}\right|=\left(1-\rho^{2}\right)^{-2}$. When $d$ grows with $n$, we know that

$$
\begin{equation*}
E_{1}=\frac{1}{\left(1-\rho^{2}\right)^{n}}\left(1-\rho^{2}\right)^{n}\{1+o(1)\}=1+o(1) \tag{C12}
\end{equation*}
$$

For $E_{2}$, it is easy to calculate that $\lambda_{1}(B)=2 \rho /(1-\rho)$ and $\lambda_{2}(B)=-2 \rho /(1+\rho)$. Similar to the calculation of $E_{1}$, we have $E_{2}=(d-1)^{-1}\left(1-\rho^{2}\right)^{-n}$. Recalling that $\rho=c_{0}(\log d / n)^{1 / 2}$ and $\log d / n=$ $o(1)$, we have

$$
\begin{equation*}
E_{2}=(d-1)^{-1}\left(1-c_{0}^{2} \log d / n\right)^{-n}=(d-1)^{-1} \exp \left(c_{0}^{2} \log d\right)\{1+o(1)\}=o(1) \tag{C13}
\end{equation*}
$$

as long as $c_{0}<1$. Combining (C12) and (C13) yields (C11). Lastly, because the Pearson's covariance matrix $\Sigma \in \mathcal{F}(\rho)$ implies that the Pearson's correlation matrix $R \in \mathcal{F}(\rho)$, we have $\{X: \Sigma \in \mathcal{F}(\rho)\} \subset$ $\{X: R \in \mathcal{F}(\rho)\}$ and thus

$$
\inf _{T_{\alpha} \in \mathcal{T}_{\alpha}} \sup _{R \in \mathcal{F}(\rho)} \operatorname{pr}_{\Sigma}\left(T_{\alpha}=0\right) \geq \inf _{T_{\alpha} \in \mathcal{T}_{\alpha}} \sup _{\Sigma \in \mathcal{F}(\rho)} \operatorname{pr}_{\Sigma}\left(T_{\alpha}=0\right) \geq 1-\alpha-o(1)>0 .
$$

This completes the proof.

## C.5. Proofs of Theorems A3 and A5

We first prove Theorem A3.

S1. Suppose that $Z \equiv\left(Z_{1}, Z_{2}, Z_{3}, Z_{4}\right)^{\mathrm{T}} \sim N_{4}\left(0, \Sigma_{1}\right)$ with

$$
\Sigma_{1} \equiv\left[\begin{array}{llll}
1 & 0 & r & 0 \\
0 & 1 & 0 & 0 \\
r & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad|r| \leq 1
$$

Let $Z_{1, \cdot}, \ldots, Z_{n, \cdot} \in \mathcal{R}^{4}$, with $Z_{i, .}=\left(Z_{i, 1}, \ldots, Z_{i, 4}\right)^{\mathrm{T}}$, be $n$ independent observations of $Z$. Further set $t_{n} \equiv\{(4 \log d-\log \log d+y) / n\}^{1 / 2}$ for some fixed $y \in \mathcal{R}$, as $n$ grows, and $\log d=o\left(n^{1 / 3}\right)$. We have

$$
\sup _{|r| \leq 1} \operatorname{pr}\left(3 \tau_{12} / 2>t_{n}, 3 \tau_{34} / 2>t_{n}\right)=O\left(d^{-4}\right)
$$

where for $(j, k) \in\{(1,2),(3,4)\}$,

$$
\tau_{j k} \equiv \frac{2}{n(n-1)} \sum_{1 \leq i<i^{\prime} \leq n} \operatorname{sign}\left(Z_{i, j}-Z_{i^{\prime}, j}\right) \operatorname{sign}\left(Z_{i, k}-Z_{i^{\prime}, k}\right)
$$

S2 Suppose that $Z \equiv\left(Z_{1}, Z_{2}, Z_{3}, Z_{4}\right)^{\mathrm{T}} \sim N_{4}\left(0, \Sigma_{2}\right)$ with

$$
\Sigma_{2} \equiv\left[\begin{array}{cccc}
1 & 0 & r_{1} & 0 \\
0 & 1 & r_{2} & 0 \\
r_{1} & r_{2} & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad\left|r_{1}\right| \leq 1,\left|r_{2}\right| \leq 1
$$

Let $Z_{1, .,}, \ldots, Z_{n, .} \in \mathcal{R}^{4}$, with $Z_{i, .}=\left(Z_{i, 1}, \ldots, Z_{i, 4}\right)^{\mathrm{T}}$, be $n$ independent observations of $Z$. Then set $t_{n} \equiv\{(4 \log d-\log \log d+y) / n\}^{1 / 2}$ for some fixed $y \in \mathcal{R}, n$ and $d$ grow, and $\log d=o\left(n^{1 / 3}\right)$. We have

$$
\sup _{\left|r_{1}\right| \leq 1,\left|r_{2}\right| \leq 1} \operatorname{pr}\left(3 \tau_{12} / 2>t_{n}, 3 \tau_{34} / 2>t_{n}\right)=O\left(d^{-4}\right)
$$

S3 Suppose that $Z \equiv\left(Z_{1}, Z_{2}, Z_{3}, Z_{4}\right)^{\mathrm{T}} \sim N_{4}\left(0, \Sigma_{3}\right)$ with

$$
\Sigma_{3} \equiv\left[\begin{array}{cccc}
1 & 0 & r_{1} & 0 \\
0 & 1 & 0 & r_{2} \\
r_{1} & 0 & 1 & 0 \\
0 & r_{2} & 0 & 1
\end{array}\right], \quad\left|r_{1}\right| \leq 1,\left|r_{2}\right| \leq 1
$$

Let $Z_{1, .,}, \ldots, Z_{n, .} \in \mathcal{R}^{4}$, with $Z_{i, \cdot}=\left(Z_{i, 1}, \ldots, Z_{i, 4}\right)^{\mathrm{T}}$, be $n$ independent replicates of $Z$. Then setting $t_{n} \equiv\{(4 \log d-\log \log d+y) / n\}^{1 / 2}$ for some fixed $y \in \mathcal{R}$, as $n$ and $d$ grow, and $\log d=o\left(n^{1 / 3}\right)$. Then we have, for any fixed $\delta \in(0,1)$, there exists $\epsilon_{0}=\epsilon(\delta)>0$ such that

$$
\sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta} \operatorname{pr}\left(3 \tau_{12} / 2>t_{n}, 3 \tau_{34} / 2>t_{n}\right)=O\left(d^{-2-\epsilon_{0}}\right)
$$

For showing S1, S2, and $\mathbf{S 3}$ hold, consider the general setting where $Z \equiv\left(Z_{1}, Z_{2}, Z_{3}, Z_{4}\right)^{\mathrm{T}} \sim$ $N_{4}(0, \Sigma)$ and $\Sigma$ has diagonals all equal one. The Kendall's tau correlation coefficient is a $U$-statistic with degree two and the kernel function bounded by one. By exploiting the Hájek's projection (Hájek et al., 1999), with a little abuse of notation, we can write

$$
\begin{equation*}
3 \tau_{j k} / 2=\frac{2}{n} \sum_{i=1}^{n} E\left(3 \tau_{j k} / 2 \mid Z_{i,\{j, k\}}\right)+E_{j k}=\frac{1}{n} \sum_{i=1}^{n} \underbrace{E\left(3 \tau_{j k} \mid Z_{i,\{j, k\}}\right)}_{\Psi_{i, j k}}+E_{j k}, \tag{C14}
\end{equation*}
$$

where $\Psi_{1, j k}, \Psi_{2, j k}, \ldots, \Psi_{n, j k}$ are $n$ independent random variables, and $E_{j k}$ is a degenerate $U$-statistic. Moreover, both $\Psi_{i, j k}$ and $E_{j k}$ are bounded. Using (C14) and the Slutsky's argument, we can further write

$$
\begin{aligned}
& \operatorname{pr}\left(3 \tau_{12} / 2>t_{n}, 3 \tau_{34} / 2>t_{n}\right) \\
= & \operatorname{pr}\left(\frac{1}{n} \sum_{i=1}^{n} \Psi_{i, 12}+E_{12}>t_{n}, \frac{1}{n} \sum_{i=1}^{n} \Psi_{i, 34}+E_{34}>t_{n}\right) \\
\leq & \operatorname{pr}\left(\frac{1}{n} \sum_{i=1}^{n} \Psi_{i, 12}>t_{n}-\epsilon_{1}, \frac{1}{n} \sum_{i=1}^{n} \Psi_{i, 34}>t_{n}-\epsilon_{1}\right)+\operatorname{pr}\left(E_{12}>\epsilon_{1}\right)+\operatorname{pr}\left(E_{34}>\epsilon_{1}\right) \\
= & \operatorname{pr}\left\{n^{-1 / 2} \sum_{i=1}^{n} \Psi_{i, 12}>n^{1 / 2}\left(t_{n}-\epsilon_{1}\right), n^{-1 / 2} \sum_{i=1}^{n} \Psi_{i, 34}>n^{1 / 2}\left(t_{n}-\epsilon_{1}\right)\right\} \\
& +\operatorname{pr}\left(E_{12}>\epsilon_{1}\right)+\operatorname{pr}\left(E_{34}>\epsilon_{1}\right)
\end{aligned}
$$

where $\epsilon_{1}$ is a constant to be specified later. Because $\left|\Psi_{i, j k} n^{-1 / 2}\right| \leq 3 n^{-1 / 2}$ for $(j, k) \in\{(1,2),(3,4)\}$, using Theorem 1 in Zaïtsev (1987), we have

$$
\begin{align*}
& \operatorname{pr}\left\{n^{-1 / 2} \sum_{i=1}^{n} \Psi_{i, 12}>n^{1 / 2}\left(t_{n}-\epsilon_{1}\right), n^{-1 / 2} \sum_{i=1}^{n} \Psi_{i, 34}>n^{1 / 2}\left(t_{n}-\epsilon_{1}\right)\right\} \\
\leq & \operatorname{pr}\left\{Y_{1} \geq n^{1 / 2}\left(t_{n}-\epsilon_{1}-\epsilon_{2}\right), Y_{2} \geq n^{1 / 2}\left(t_{n}-\epsilon_{1}-\epsilon_{2}\right)\right\}+c_{1} \exp \left(-n \epsilon_{2} / c_{2}\right) \tag{C15}
\end{align*}
$$

where $c_{1}$ and $c_{2}$ are two positive constants and $\left(Y_{1}, Y_{2}\right)^{\mathrm{T}}$ is bivariate Gaussian with mean zero and covariance matrix

$$
\Sigma_{Y}=\operatorname{cov}\left\{\left(n^{1 / 2} \sum_{i=1}^{n} \Psi_{i, 12}, n^{1 / 2} \sum_{i=1}^{n} \Psi_{i, 34}\right)^{\mathrm{T}}\right\}
$$

We then determine what $\Sigma_{Y}$ is. Recall that under $\mathbf{S} 1, \mathbf{S} 2$, or $\mathbf{S 3}, Z_{j}, Z_{k}$ are independent for $(j, k) \in$ $\{(1,2),(3,4)\}$. We can write

$$
\Psi_{i, j k}=E\left(3 \tau_{j k} \mid Z_{i,\{j, k\}}\right)=3 E\left\{\operatorname{sign}\left(Z_{i, j}-\widetilde{Z}_{j}\right) \operatorname{sign}\left(Z_{i, k}-\widetilde{Z}_{k}\right) \mid Z_{i, j}, Z_{i, k}\right\}
$$

where $\left(\widetilde{Z}_{j}, \widetilde{Z}_{k}\right)^{\mathrm{T}}$ is an independent copy of $\left(Z_{i, j}, Z_{i, k}\right)^{\mathrm{T}}$. Because $\widetilde{Z}_{j}$ is independent of $\widetilde{Z}_{k}$, we can write

$$
\begin{align*}
& 3 E\left\{\operatorname{sign}\left(Z_{i, j}-\widetilde{Z}_{j}\right) \operatorname{sign}\left(Z_{i, k}-\widetilde{Z}_{k}\right) \mid Z_{i, j}, Z_{i, k}\right\} \\
= & 3 E\left\{\operatorname{sign}\left(Z_{i, j}-\widetilde{Z}_{j}\right) \mid Z_{i, j}\right\} E\left\{\operatorname{sign}\left(Z_{i, k}-\widetilde{Z}_{k}\right) \mid Z_{i, k}\right\}  \tag{C16}\\
= & 3\left\{\operatorname{pr}\left(\widetilde{Z}_{j}>Z_{i, j} \mid Z_{i, j}\right)-\operatorname{pr}\left(\widetilde{Z}_{j}<Z_{i, j} \mid Z_{i, j}\right)\right\}\left\{\operatorname{pr}\left(\widetilde{Z}_{k}>Z_{i, k} \mid Z_{i, k}\right)-\operatorname{pr}\left(\widetilde{Z}_{k}<Z_{i, k} \mid Z_{i, k}\right)\right\} .
\end{align*}
$$

Using the property of the Gaussian distribution, (C16) yields

$$
\begin{equation*}
\Psi_{i, j k}=3\left\{1-2 \Phi\left(Z_{i, j}\right)\right\}\left\{1-2 \Phi\left(Z_{i, k}\right)\right\} \tag{C17}
\end{equation*}
$$

where $\Phi(\cdot)$ is the distribution function of the standard Gaussian. Using the result in Example 2 in the main paper, we know

$$
n \operatorname{var}\left(\tau_{j k}\right)=\frac{2(2 n+5)}{9(n-1)}=\frac{4}{9}+o(1) .
$$

Combining it with Lemma A in Page 183 in Serfling (2002) yields that

$$
n \operatorname{var}\left(3 \tau_{j k}\right)=4+o(1)=4 \operatorname{var}\left(\Psi_{1, j k}\right)+O\left(n^{-1}\right)
$$

Because $\operatorname{var}\left(\Psi_{i, j k}\right)$ is a constant irrelevant to $n$, we have $\operatorname{var}\left(\Psi_{i, j k}\right)=1$ for $i=1, \ldots, n$ and $(j, k) \in$ $\{(1,2),(3,4)\}$. This yields

$$
\left[\Sigma_{Y}\right]_{11}=\left[\Sigma_{Y}\right]_{22}=\operatorname{var}\left(\Psi_{1,12}\right)=1
$$
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In the end, we determine the value of $\left[\Sigma_{Y}\right]_{12}$. It is immediately clear that

$$
\left[\Sigma_{Y}\right]_{12}=\operatorname{cov}\left(n^{-1 / 2} \sum_{i=1}^{n} \Psi_{i, 12}, n^{-1 / 2} \sum_{i=1}^{n} \Psi_{i, 34}\right)=\operatorname{cov}\left(\Psi_{1,12}, \Psi_{1,34}\right)
$$

For proving S3, we need one more lemma, which shows that $\left[\Sigma_{Y}\right]_{12}$ is upper bounded by a constant strictly less than 1 when all off-diagonal values in $\Sigma_{3}$ are upper bounded by $r<1$.

Lemma C1. Suppose that $\left(Z_{1}, Z_{2}, Z_{3}, Z_{4}\right)^{\mathrm{T}} \sim N_{4}\left(0, \Sigma_{\text {full }}\right)$ with

$$
\Sigma_{\mathrm{full}}=\left[\begin{array}{cccc}
1 & a_{1} & a_{2} & a_{3} \\
a_{1} & 1 & a_{4} & a_{5} \\
a_{2} & a_{4} & 1 & a_{6} \\
a_{3} & a_{5} & a_{6} & 1
\end{array}\right]
$$

If $\left|a_{1}\right|,\left|a_{2}\right|, \ldots,\left|a_{6}\right| \leq r<1$, then we have

$$
\sup _{\left|a_{1}\right|,\left|a_{2}\right|, \ldots,\left|a_{6}\right| \leq r}\left|\operatorname{corr}\left[\left\{\Phi\left(Z_{1}\right)-1 / 2\right\}\left\{\Phi\left(Z_{2}\right)-1 / 2\right\},\left\{\Phi\left(Z_{3}\right)-1 / 2\right\}\left\{\Phi\left(Z_{4}\right)-1 / 2\right\}\right]\right|=C_{r}<1
$$

Using (C17), we can further write

$$
\begin{equation*}
\operatorname{cov}\left(\Psi_{1,12}, \Psi_{1,34}\right)=9 E\left\{1-2 \Phi\left(Z_{1}\right)\right\}\left\{1-2 \Phi\left(Z_{2}\right)\right\}\left\{1-2 \Phi\left(Z_{3}\right)\right\}\left\{1-2 \Phi\left(Z_{4}\right)\right\} \tag{C18}
\end{equation*}
$$

Using (C18), we are now ready to prove that statements $\mathbf{S 1}, \mathbf{S 2}$, and $\mathbf{S 3}$ hold. Recall that $\left(Y_{1}, Y_{2}\right)^{\mathrm{T}} \sim$ $N_{2}\left(0, I_{2}\right)$. (C14) yields

$$
\begin{aligned}
\operatorname{pr}\left(3 \tau_{12} / 2>t_{n}, 3 \tau_{34} / 2>t_{n}\right) \leq & \operatorname{pr}\left\{Y_{1} \geq n^{1 / 2}\left(t_{n}-\epsilon_{1}-\epsilon_{2}\right), Y_{2} \geq n^{1 / 2}\left(t_{n}-\epsilon_{1}-\epsilon_{2}\right)\right\} \\
& +c_{1} \exp \left(-n \epsilon_{2} / c_{2}\right)+\operatorname{pr}\left(E_{12}>\epsilon_{1}\right)+\operatorname{pr}\left(E_{34}>\epsilon_{1}\right) .
\end{aligned}
$$

Both $E_{12}$ and $E_{34}$ are degenerate $U$-statistics with kernel function bounded. From Proposition 2.3 in Arcones \& Gine (1993), we know that there exist constants $c_{3}, c_{4}$ such that

$$
\operatorname{pr}\left(E_{12}>\epsilon_{1}\right) \leq c_{3} \exp \left(-c_{4} n \epsilon_{1}\right), \quad \operatorname{pr}\left(E_{34}>\epsilon_{1}\right) \leq c_{3} \exp \left(-c_{4} n \epsilon_{1}\right)
$$

Recalling that $t_{n}=\{(4 \log d-\log \log d+y) / n\}^{1 / 2} \asymp(4 \log d / n)^{1 / 2}$ and $\log d=o\left(n^{1 / 3}\right)$, we can pick $\epsilon_{1}, \epsilon_{2}$ small enough such that $\epsilon_{1}, \epsilon_{2} \asymp n^{-2 / 3}$. In this way, we have for any constant $c>0$, there exists a scalar $C$ depending on $c$ such that, for $n$ large enough,

$$
\exp \left(-c n \epsilon_{i}\right) \leq \exp \left(-C n^{1 / 3}\right)=o\left(d^{-4}\right), \quad i=1,2
$$

and $\epsilon_{1}=o\left(t_{n}\right), \epsilon_{2}=o\left(t_{n}\right)$.
For $\mathbf{S} 1$ and $\mathbf{S} \mathbf{2}$, we know that $Z_{4}$ is independent of $Z_{1}, Z_{2}, Z_{3}$, and accordingly

$$
\begin{aligned}
\operatorname{cov}\left(\Psi_{1,12}, \Psi_{1,34}\right) & =9 E\left\{1-2 \Phi\left(Z_{1}\right)\right\}\left\{1-2 \Phi\left(Z_{2}\right)\right\}\left\{1-2 \Phi\left(Z_{3}\right)\right\}\left\{1-2 \Phi\left(Z_{4}\right)\right\} \\
& =9 E\left\{1-2 \Phi\left(Z_{1}\right)\right\}\left\{1-2 \Phi\left(Z_{2}\right)\right\}\left\{1-2 \Phi\left(Z_{3}\right)\right\} E\left\{1-2 \Phi\left(Z_{4}\right)\right\}=0
\end{aligned}
$$

Therefore, we have $\left(Y_{1}, Y_{2}\right)^{\mathrm{T}} \sim N_{2}\left(0, I_{2}\right)$ and accordingly

$$
\begin{aligned}
\operatorname{pr}\left(3 \tau_{12} / 2>t_{n}, 3 \tau_{34} / 2>t_{n}\right) \leq & {\left[\operatorname{pr}\left\{Y_{1} \geq n^{1 / 2}\left(t_{n}-\epsilon_{1}-\epsilon_{2}\right)\right\}\right]^{2}+c_{1} \exp \left(-n \epsilon_{2} / c_{2}\right) } \\
& +\operatorname{pr}\left(E_{12}>\epsilon_{1}\right)+\operatorname{pr}\left(E_{34}>\epsilon_{1}\right) \\
= & \left(\operatorname{pr}\left[Y_{1} \geq n^{1 / 2} t_{n}\{1+o(1)\}\right]\right)^{2}+o\left(d^{-4}\right)=o\left(d^{-4}\right),
\end{aligned}
$$

where we use the Gaussian tail bound that for any $t>0$,

$$
\left\{\operatorname{pr}\left(Y_{1}>t\right)\right\}^{2} \leq \frac{2}{\pi t^{2}} \exp \left(-t^{2}\right)
$$

Here $C_{r} \leq 1$ only depends on $r$. Moreover, we have $C_{r}=1$ only when $r=1$ and $\left\{a_{1}, a_{2}, \ldots, a_{6}\right\}$ attain the boundary that $\left|a_{j}\right|=1$ for some $j \in\{1, \ldots, 6\}$.

Proof. First, we show that $C_{r}=1$ only when $r=1$ and $\left\{a_{1}, a_{2}, \ldots, a_{6}\right\}$ attain the boundary. When $C_{r}=1$, we have

$$
\left\{\Phi\left(Z_{1}\right)-1 / 2\right\}\left\{\Phi\left(Z_{2}\right)-1 / 2\right\}=a\left\{\Phi\left(Z_{3}\right)-1 / 2\right\}\left\{\Phi\left(Z_{4}\right)-1 / 2\right\}
$$

for some constant $a$. This implies that

$$
Z_{1}=\Phi^{-1}\left[\frac{a\left\{\Phi\left(Z_{3}\right)-1 / 2\right\}\left\{\Phi\left(Z_{4}\right)-1 / 2\right\}}{\Phi\left(Z_{2}\right)-1 / 2}+1 / 2\right]
$$

We have $Z_{1} \sim N_{1}(0,1) \quad$ if and only if $a\left\{\Phi\left(Z_{3}\right)-1 / 2\right\}\left\{\Phi\left(Z_{4}\right)-1 / 2\right\} /\left\{\Phi\left(Z_{2}\right)-1 / 2\right\} \sim$ $\operatorname{Unif}(-1 / 2,1 / 2)$. Here $\operatorname{Unif}(-1 / 2,1 / 2)$ represents the random variable uniformly distributed in the interval $[-1 / 2,1 / 2]$. Because when $Z_{2} \neq \pm Z_{3}$ and $Z_{2} \neq \pm Z_{4}$, there is always possibility such that $Z_{2}$ is very close to zero and both $Z_{3}$ and $Z_{4}$ are away from zero, such that $a\left\{\Phi\left(Z_{3}\right)-1 / 2\right\}\left\{\Phi\left(Z_{4}\right)-1 / 2\right\} /\left\{\Phi\left(Z_{2}\right)-1 / 2\right\}$ is very close to $\infty$ and outside of $[-1 / 2,1 / 2]$. Accordingly, $Z_{2}$ must be equal to either $\pm Z_{3}$ or $\pm Z_{4}$. Or equivalently, $\left\{a_{1}, a_{2}, \ldots, a_{6}\right\}$ attain the boundary $r=1$. This completes the proof of the first part.

Secondly, it is obvious that there is a one-to-one mapping between $r$ and

$$
C_{r} \equiv \sup _{\left|a_{1}\right|,\left|a_{2}\right|, \ldots,\left|a_{6}\right| \leq r}\left|\operatorname{corr}\left[\left\{\Phi\left(Z_{1}\right)-1 / 2\right\}\left\{\Phi\left(Z_{2}\right)-1 / 2\right\},\left\{\Phi\left(Z_{3}\right)-1 / 2\right\}\left\{\Phi\left(Z_{4}\right)-1 / 2\right\}\right]\right| .
$$

Accordingly, as long as $r<1, C_{r}<1$ only depends on $r$.
Using Lemma C1, we can continue to prove $\mathbf{S 3}$ holds. Recall that now $\left(Y_{1}, Y_{2}\right)^{\mathrm{T}} \sim N_{2}\left(0, \Sigma_{Y}\right)$, where Lemma C1 shows $\sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta}\left|\left[\Sigma_{Y}\right]_{12}\right| \leq C_{r}<1$. Thus, we have

$$
\operatorname{pr}\left(Y_{1} \geq t, Y_{2} \geq t\right)=\operatorname{pr}\left\{\min \left(Y_{1}, Y_{2}\right) \geq t\right\}
$$

Denoting $\rho \equiv\left[\Sigma_{Y}\right]_{12}$, using Equation (8) in Nadarajah \& Kotz (2008), we have

$$
E\left[\exp \left\{t \min \left(Y_{1}, Y_{2}\right)\right\}\right]=\exp \left(\frac{t^{2}}{2}\right) \Phi\left\{\frac{-t(1-\rho)}{(2-2 \rho)^{1 / 2}}\right\}
$$

Using the Chernoff's bounding method, we immediately have

$$
\begin{aligned}
\sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta} \operatorname{pr}\left(Y_{1} \geq t, Y_{2} \geq t\right) & \leq \sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta} \inf _{\lambda>0} \frac{E\left[\exp \left\{\lambda \min \left(Y_{1}, Y_{2}\right)\right\}\right]}{e^{\lambda t}} \\
& \leq \sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta} \inf _{\lambda>0} e^{\lambda^{2} / 2-\lambda t} \Phi\left\{\frac{-\lambda(1-\rho)}{(2-2 \rho)^{1 / 2}}\right\} \\
& =\inf _{\lambda>0} e^{\lambda^{2} / 2-\lambda t} \Phi\left[-\lambda\left\{\left(1-C_{r}\right) / 2\right\}^{1 / 2}\right] .
\end{aligned}
$$

Picking $\lambda=t$, the above equation yields

$$
\sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta} \operatorname{pr}\left(Y_{1} \geq t, Y_{2} \geq t\right) \leq e^{-t^{2} / 2} \Phi\left[-t\left\{\left(1-C_{r}\right) / 2\right\}^{1 / 2}\right]
$$

Setting $t=n^{1 / 2} t_{n}\{1+o(1)\}$, then there exists a constant $C$ such that

$$
\begin{align*}
\sup _{\left|r_{1}\right|,\left|r_{2}\right| \leq 1-\delta} \operatorname{pr}\left(Y_{1} \geq t, Y_{2} \geq t\right) & \leq C d^{-2}(\log d)^{1 / 2} \operatorname{pr}\left[Y_{1}>\left\{\left(1-C_{r}\right) / 2\right\}^{1 / 2} t\right] \\
& \leq C d^{-2}(\log d)^{1 / 2} O\left(d^{-M}\right) \tag{C19}
\end{align*}
$$

where $M>0$ is a constant only depending on $C_{r}$. Thus, the statement $\mathbf{S 3}$ holds.
All in all, we have S1, S2, and S3 all hold. This completes the proof.
We then proceed to prove Theorem A5.

Proof. We strictly follow the proof of Theorem 5 in the main paper and adopt the same notation system. In particular, we consider the following alternative set of parameters:

$$
\mathcal{F}_{m}(\rho)=\left\{\Sigma^{0}=I_{d}+\rho e_{1} e_{j}^{\mathrm{T}}+\rho e_{j} e_{1}^{\mathrm{T}}, \text { for } j \in\{m+1, m+2, \ldots, d\}\right\} .
$$

Then the whole proof in Theorem 5 applies here with the only exception that $E_{2}=(d-m)^{-1}(1-$ $\left.\rho^{2}\right)^{-n}$. However, because $d-m \asymp d$, we have $E_{2}=(d-m)^{-1}\left(1-\rho^{2}\right)^{-n} \asymp d^{-1}\left(1-\rho^{2}\right)^{-n}$. Taking $\rho=c_{0}^{\prime}(\log d / n)^{1 / 2}$, we still have

$$
E_{2} \asymp \frac{1}{d}\left(1-c_{0}^{\prime 2} \log d / n\right)^{n}=d^{-1} \exp \left(c_{0}^{\prime 2} \log d\right)\{1+o(1)\}=o(1) .
$$

This completes the proof.

## C.6. Proofs of Theorems A6, A7, and A8

The proof of Theorem A6 is very similar to that of Theorem 1 and is accordingly omitted. In the following we give the proof of Theorem A7.

Proof. Assume that the first entry across $X_{1, .}, \ldots, X_{n, \text {. is heterogeneity. It is obvious that } \operatorname{sign}\left(X_{i, 1}-\right.}$ $X_{i^{\prime}, 1}$ ) is invariant to $\beta_{0}$ and $\sigma^{2}$ given $\beta_{1} / \sigma$. Therefore, without loss of generality, we assume $\beta_{0}=0$ and $\sigma^{2}=1$. Moreover, without loss of generality, we can assume $\beta_{1} \in(0, M)$, otherwise we can always replace $\beta_{1}$ with $\min \left(\left|\beta_{1}\right|, M\right)$. We have

$$
\begin{aligned}
E\left\{\operatorname{sign}\left(X_{i^{\prime}, 1}-X_{i, 1}\right)\right\} & =\operatorname{pr}\left(X_{i^{\prime}, 1}-X_{i, 1}>0\right)-\operatorname{pr}\left(X_{i^{\prime}, 1}-X_{i, 1}<0\right) \\
& =\operatorname{pr}\left\{Z_{i^{\prime}, 1}-Z_{i, 1}>-\beta_{1}\left(i^{\prime}-i\right) / n\right\}-\operatorname{pr}\left\{Z_{i^{\prime}, 1}-Z_{i, 1}<-\beta_{1}\left(i^{\prime}-i\right) / n\right\} \\
& =\operatorname{pr}\left\{Z_{i^{\prime}, 1}-Z_{i, 1}<\beta_{1}\left(i^{\prime}-i\right) / n\right\}-\operatorname{pr}\left\{Z_{i^{\prime}, 1}-Z_{i, 1}<-\beta_{1}\left(i^{\prime}-i\right) / n\right\}
\end{aligned}
$$

where $Z_{k, 1}=\left\{X_{k, 1}-E\left(X_{k, 1}\right)\right\} / \operatorname{var}\left(X_{k, 1}\right)$ is the standardized version of $Z_{k, 1}$ for $k=1, \ldots, n$. Then, (A3) yields that the density function of $Z_{i^{\prime}, 1}-Z_{i, 1}$ is

$$
\begin{aligned}
\left\{p_{i^{\prime} 1} *\left(-p_{i 1}\right)\right\}(z) & =\int_{-\infty}^{\infty} p_{i^{\prime} 1}(z+y) p_{i 1}(y) \mathrm{d} y \geq D_{4} \int_{-M}^{M} p_{i^{\prime} 1}(z+y) \mathrm{d} y \\
& \geq D_{4} \int_{\max \{-M+z,-M\}}^{\min \{M+z, M\}} p_{i^{\prime} 1}(y) \mathrm{d} y \geq D_{4}^{2}(2 M-|z|), \quad(|z| \leq 2 M) .
\end{aligned}
$$

This further implies

$$
\begin{aligned}
E\left(h_{1}\right) & =\frac{2}{n(n-1)} \sum_{i<i^{\prime}} E\left\{\operatorname{sign}\left(X_{i^{\prime}, 1}-X_{i, 1}\right)\right\}=\frac{2}{n(n-1)} \sum_{i<i^{\prime}}\left[F_{p}\left\{\beta_{1}\left(i^{\prime}-i\right) / n\right\}-F_{p}\left\{-\beta_{1}\left(i^{\prime}-i\right) / n\right\}\right] \\
& \geq \frac{2 D_{4}^{2} M \beta}{n^{2}(n-1)} \sum_{i<i^{\prime}}\left(i^{\prime}-i\right)=\frac{D_{4}^{2} M \beta}{3} \frac{n\left(n^{2}-1\right)}{n^{2}(n-1)} \geq \frac{2 D_{4}^{2} M \beta}{3}
\end{aligned}
$$

where $F_{p}(\cdot)$ is the distribution function of $Z_{1,1}-Z_{2,1}$. On the other hand, by the McDiarmid's inequality (McDiarmid, 1989), for any $j \in\{1, \ldots, d\}$,

$$
\operatorname{pr}\left\{\left|h_{j}-E\left(h_{j}\right)\right|>t\right\} \leq 2 \exp \left(-n t^{2} / 2\right)
$$

The rest is similar to the proof of Theorem 3 in the main paper.
We then proceed to prove Theorem A8.
Proof. We focus on a simple Gaussian model where $X_{1, .}, \ldots, X_{n, \text {. }}$ are independent and normally distributed, with covariance matrix $I_{d}$. Accordingly, by virtue of the normal distribution, we can write $\left(X_{1, j}, \ldots, X_{n, j}\right)^{\mathrm{T}} \sim N_{n}\left(\mu_{j, .}, I_{n}\right)$ for $j \in\{1, \ldots, d\}$. Here $\mu_{j, .} \in \mathcal{R}^{n}$ is the mean vector. We then consider the following simple alternative set of parameters:
$\mathcal{H}(\beta)=\left\{\mu=\left\{\mu_{1}, \ldots, \mu_{d}\right\}: \mu_{i, \cdot}=\{0, \beta / n, 2 \beta / n, \ldots,(n-1) \beta / n\}^{\mathrm{T}}\right.$ for some $i$, the rests are all zero $\}$.

Let $\mu_{\beta}$ be the uniform measure on $\mathcal{H}(\beta)$ and $\beta=c_{0}^{\prime \prime}(\log d / n)^{1 / 2}$ for some small enough constant $c_{0}^{\prime \prime}<$ $3^{1 / 2}$. Let $\mathrm{pr}_{\mu}$ be the probability measure on $N_{n}\left(\mu_{1, .}, I_{n}\right) \otimes \cdots \otimes N_{n}\left(\mu_{n, .}, I_{n}\right)$. In particular, let $\mathrm{pr}_{0}$ be the probability measure on $N_{n}\left(0, I_{n}\right) \otimes \cdots \otimes N_{n}\left(0, I_{n}\right)$. Let $\operatorname{pr}_{\mu_{\beta}} \equiv \int \operatorname{pr}_{\mu} \mathrm{d} \mu_{\beta}(\mu)$ be the measure based on $\mathcal{H}(\beta)$. Similar to the proof of Theorem 5, to prove Theorem A8, it suffices to show that

$$
E_{\mathrm{pr}_{0}}\left\{L_{\mu_{\beta}}^{2}(Y)\right\}=1+o(1),
$$

where $L_{\mu_{\beta}}(y) \equiv \operatorname{dpr}_{\mu_{\beta}}(y) / \operatorname{dpr}_{0}(y)$. By construction, we can write

$$
L_{\mu_{\beta}}(y)=\frac{1}{d} \sum_{\mu \in \mathcal{H}(\beta)}\left\{\prod_{i=1}^{d} \exp \left(Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}-\left\|\mu_{i, \cdot}\right\|_{2}^{2} / 2\right)\right\} .
$$

Accordingly, the above equation yields that

$$
E_{\mathrm{pr}_{0}}\left\{L_{\mu_{\beta}}^{2}(Y)\right\}=\frac{1}{d^{2}} \sum_{\mu^{1}, \mu^{2} \in \mathcal{H}(\beta)} E\left\{\prod_{i=1}^{d} \exp \left(Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}^{1}+Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}^{2}-\left\|\mu_{i, \cdot}^{1}\right\|_{2}^{2} / 2-\left\|\mu_{i, \cdot}^{2}\right\|_{2}^{2} / 2\right)\right\}
$$

where $Z_{1, .}, \ldots, Z_{d, .} \sim N_{n}\left(0, I_{n}\right)$ and $\mu^{k}=\left\{\mu_{1, .}^{k}, \ldots, \mu_{d, .}^{k}\right\}$ for $k \in\{1,2\}$. We can then continue to write

$$
\begin{align*}
E_{\mathrm{pr}_{0}} L_{\mu_{\beta}}^{2}= & \underbrace{\frac{1}{d^{2}} \sum_{\mu^{1} \neq \mu^{2}} E\left\{\prod_{i=1}^{d} \exp \left(Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}^{1}+Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}^{2}-\left\|\mu_{i, \cdot}^{1}\right\|_{2}^{2} / 2-\left\|\mu_{i, \cdot}^{2}\right\|_{2}^{2} / 2\right)\right\}}_{H_{1}}+ \\
& \underbrace{\frac{1}{d^{2}} \sum_{\mu^{1}=\mu^{2}} E\left\{\prod_{i=1}^{d} \exp \left(Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}^{1}+Z_{i, \cdot}^{\mathrm{T}} \mu_{i, \cdot}^{2}-\left\|\mu_{i, \cdot}^{1} \cdot\right\|_{2}^{2} / 2-\left\|\mu_{i, \cdot}^{2}\right\|_{2}^{2} / 2\right)\right\}}_{H_{2}} \tag{C20}
\end{align*}
$$

Let $\mu^{*} \equiv\{0, \beta / n, \ldots,(n-1) \beta / n\}^{\mathrm{T}}$. For the first term in (C20), we have

$$
H_{1}=\frac{d-1}{d} E\left\{\exp \left(Z_{1, \cdot}^{\mathrm{T}} \mu^{*}-\left\|\mu^{*}\right\|_{2}^{2} / 2\right)\right\} E\left\{\exp \left(Z_{2, \cdot}^{\mathrm{T}} \cdot \mu^{*}-\left\|\mu^{*}\right\|_{2}^{2} / 2\right)\right\}=1+o(1)
$$

For the second term in (C20), we have, when $c_{0}^{\prime \prime} \leq \sqrt{3}$,

$$
\begin{aligned}
H_{2} & =d^{-1} E\left\{\exp \left(2 Z_{1, \cdot}^{\mathrm{T}} \mu^{*}-\left\|\mu^{*}\right\|_{2}^{2}\right)\right\}=d^{-1} \exp \left(\left\|\mu^{*}\right\|_{2}^{2}\right)=d^{-1} \exp \left\{\left(1-n^{-1}\right)(2 n-1) \beta^{2} / 6\right\} \\
& =d^{-1} \exp \left(n \beta^{2} / 3\right)\{1+o(1)\}=\exp \left\{-\log d+\left(c_{0}^{\prime \prime}\right)^{2} \log d / 3\right\}\{1+o(1)\}=o(1)
\end{aligned}
$$

This completes the proof.

## C•7. Proof of Theorem A1

Proof. We focus on simple linear rank statistics, as the extension to rank-type $U$-statistics is straightforward. Following the proof of Theorem 1 in the main paper and using Lemma C5, we can replace (C3) with

$$
\operatorname{pr}\left(A_{12}\right)=\operatorname{pr}\left(\left|\psi_{12}\right|>t\right)=2\{1-\Phi(t)\}\left[1+O\left\{(\log d)^{3 / 2} n^{-1 / 2}+(\log d)^{1 / 2} n^{-1 / 6}\right\}\right]
$$

Furthermore, (C8) implies that

$$
\begin{aligned}
\lambda_{n} & =d^{2}\{1-\Phi(t)\}\left[1+O\left\{(\log d)^{3 / 2} n^{-1 / 2}+(\log d)^{1 / 2} n^{-1 / 6}\right\}\right]\left[1+O\left\{(\log d)^{-3 / 2}\right\}\right] \\
& =(8 \pi)^{-1 / 2} \exp \left(-\frac{y}{2}\right)\left[1+O\left\{(\log d)^{3 / 2} n^{-1 / 2}+(\log d)^{1 / 2} n^{-1 / 6}+(\log d)^{-3 / 2}\right\}\right] .
\end{aligned}
$$

Accordingly, we can separately bound the first and second terms in (C10), yielding that

$$
\left|\operatorname{pr}\left(L_{n} \leq t\right)-\exp \left(-\lambda_{n}\right)\right|=o\left(d^{-1}\right)
$$

and

$$
\left|\exp \left(-\lambda_{n}\right)-\exp \left\{-\exp (-y / 2)(8 \pi)^{-1 / 2}\right\}\right|=O\left\{(\log d)^{3 / 2} n^{-1 / 2}+(\log d)^{1 / 2} n^{-1 / 6}+(\log d)^{-3 / 2}\right\}
$$

Here we use the fact that, when $x$ approaches zero, $\exp (x)-1 \asymp x$. This completes the proof.

## C•8. Auxiliary lemmas

The following seven lemmas play crucial roles in our theory.
Lemma C2 (Arratia et al. (1989)). Let $I$ be an index set and $\left\{B_{\alpha}, \alpha \in I\right\}$ be a set of subsets of $I$; that is, $B_{\alpha} \subset I$ for each $\alpha \in I$. Let also $\left\{\eta_{\alpha}, \alpha \in I\right\}$ be random variables. For a given $t \in \mathcal{R}$, set $\lambda=\sum_{\alpha \in I} \operatorname{pr}\left(\eta_{\alpha}>t\right)$. Then

$$
\left|\operatorname{pr}\left(\max _{\alpha \in I} \eta_{\alpha} \leq t\right)-e^{-\lambda}\right| \leq \min \left(1, \lambda^{-1}\right)\left(b_{1}+b_{2}+b_{3}\right)
$$

where

$$
\begin{aligned}
& b_{1} \equiv \sum_{\alpha \in I} \sum_{\beta \in B_{\alpha}} \operatorname{pr}\left(\eta_{\alpha}>t\right) \operatorname{pr}\left(\eta_{\beta}>t\right), \quad b_{2} \equiv \sum_{\alpha \in I} \sum_{\beta \neq \alpha, \beta \in B_{\alpha}} \operatorname{pr}\left(\eta_{\alpha}>t, \eta_{\beta}>t\right) \\
& b_{3} \equiv \sum_{\alpha \in I} E\left|\operatorname{pr}\left\{\eta_{\alpha}>t \mid \sigma\left(\eta_{\beta}, \beta \notin B_{\alpha}\right)\right\}-\operatorname{pr}\left(\eta_{\alpha}>t\right)\right|
\end{aligned}
$$

where $\sigma\left(\eta_{\beta}, \beta \notin B_{\alpha}\right)$ is the $\sigma$-algebra generated by $\left\{\eta_{\beta}, \beta \notin B_{\alpha}\right\}$. In particular, if $\eta_{\alpha}$ is independent of $\left\{\eta_{\beta}, \beta \notin B_{\alpha}\right\}$ for each $\alpha$, then $b_{3}=0$.

Lemma C3. Suppose that $X, Y$ are two independent continuous random variables. Let $X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{n}$ be independent observations of $X$ and $Y$. Let $\left\{Q_{i}^{X}, i=1, \ldots, n\right\}$ and $\left\{Q_{i}^{Y}, i=\right.$ $1, \ldots, n\}$ be the rank of $X_{i}$ and $Y_{i}$ in the samples $\left\{X_{i}\right\}_{i=1}^{n}$ and $\left\{Y_{i}\right\}_{i=1}^{n}$. Let $\left\{R_{n i}\right\}_{i=1}^{n}$ represent the relative ranks:

$$
R_{n i}=Q_{i^{\prime}}^{Y} \quad \text { subject to } Q_{i^{\prime}}^{X}=i
$$

We then have $\left\{R_{n 1}, \ldots, R_{n n}\right\}$ are uniformly distributed in all permutations of $\{1, \ldots, n\}$ with

$$
\begin{equation*}
\operatorname{pr}\left(R_{n 1}=i_{1}, \ldots, R_{n n}=i_{n}\right)=\frac{1}{n!} \tag{C21}
\end{equation*}
$$

for any permeation $\left\{i_{1}, \ldots, i_{n}\right\}$ of $\{1, \ldots, n\}$. Here $n$ ! represents the factorial of $n$.
Proof. Using the fact that $\left\{X_{i}\right\}_{i=1}^{n}$ are independent of $\left\{Y_{i}\right\}_{i=1}^{n}$, for any permutation $\left\{i_{1}, \ldots, i_{n}\right\}$ of $\{1, \ldots, n\}$ and any $a_{1}, \ldots, a_{n} \in \mathcal{R}$, we have

$$
\operatorname{pr}\left(X_{i_{1}}<X_{i_{2}}<\cdots<X_{i_{n}} \mid Y_{1}=a_{1}, \ldots, Y_{n}=a_{n}\right)=\operatorname{pr}\left(X_{i_{1}}<X_{i_{2}}<\cdots<X_{i_{n}}\right)
$$

Therefore, the relative ranks' joint distribution is identical to the distribution of $\left\{Q_{i}^{X}, i=1, \ldots, n\right\}$. The latter's distribution is known to be jointly distributed in the form of (C21).

LEMMA C4. Let $\left\{S_{j k}, 1 \leq j<k \leq d\right\}$ be functions of relative ranks $\left\{R_{n i}^{j k}, i=1, \ldots, n\right\}$ with the same mapping function from $\left\{R_{n i}^{j k}, i=1, \ldots, n\right\}$ for any $j, k$. Then, under the null hypothesis $H_{0}, S_{u_{1} j}$ is identically and pairwise independently distributed to $S_{u_{2} k}$ for any non-identical $\left(u_{1}, j\right)$ and $\left(u_{2}, k\right)$.

Proof. Using Lemma C3, the distribution of the relative ranks does not change as long as the independence assumption holds. We then have $\left\{S_{j k}, 1 \leq j<k \leq d\right\}$ are all identically distributed. It is obvious that, under $H_{0}, S_{u_{1} j}, S_{u_{2} k}$ are independent when there is no overlap between $\left(u_{1}, j\right)$ and $\left(u_{2}, k\right)$. In the rest we show that $S_{u_{1} j}, S_{u_{2} k}$ are independent when there is one overlap between $\left(u_{1}, j\right)$ and $\left(u_{2}, k\right)$.

We consider the case $u_{1}=u_{2} \neq j \neq k$ and the proofs of all the other settings are similar. We prove $S_{u j}$ is independent of $S_{u k}$ with $u=u_{1}=u_{2} \in\{1, \ldots, d\}$. It is sufficient to show that for any two bounded and measurable functions $g(x)$ and $h(x)$, we have

$$
E\left\{g\left(S_{u j}\right) h\left(S_{u k}\right)\right\}=E\left\{g\left(S_{u j}\right)\right\} E\left\{h\left(S_{u k}\right)\right\}
$$

Given $\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}, S_{u j}$ and $S_{u k}$ are independent. We have

$$
\begin{aligned}
E\left\{g\left(S_{u j}\right) h\left(S_{u k}\right)\right\} & =E\left(E\left[g\left(S_{u j}\right) h\left(S_{u k}\right) \mid\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}\right]\right) \\
& =E\left(E\left[g\left(S_{u j}\right) \mid\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}\right] E\left[h\left(S_{u k}\right) \mid\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}\right]\right) .
\end{aligned}
$$

Next we show that, given $\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}$, the conditional distributions of $S_{u j}$ and $g\left(S_{u j}\right)$ are irrelevant to $\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}$. This follows by applying Lemma C3. A detailed proof can be found in Pages 477-479 in Kendall \& Stuart (1961). Using this argument, we then have

$$
E\left[g\left(S_{u j}\right) \mid\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}\right]=E\left[g\left(S_{u j}\right) \mid\left\{X_{1, u}^{\prime}, X_{2, u}^{\prime}, \ldots, X_{n, u}^{\prime}\right\}\right]
$$

for any sequence $\left\{X_{1, u}^{\prime}, X_{2, u}^{\prime}, \ldots, X_{n, u}^{\prime}\right\}$ randomly drawn from $X_{u}$. This implies

$$
E\left[g\left(S_{u j}\right) \mid\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}\right]=E\left\{g\left(S_{u j}\right)\right\}
$$

Similarly, we have

$$
E\left[g\left(S_{u k}\right) \mid\left\{X_{1, u}, X_{2, u}, \ldots, X_{n, u}\right\}\right]=E\left\{g\left(S_{u k}\right)\right\}
$$

This shows that $\left\{S_{j k}, 1 \leq j<k \leq d\right\}$ are pairwise independent.
Lemma C5. Suppose that the boundedness assumption in Theorem 2 hold. We then have, in a region $x \in\left(0, o\left(n^{1 / 6}\right)\right)$,

$$
\begin{equation*}
\operatorname{pr}\left[\frac{U_{j k}-E\left(U_{j k}\right)}{\left\{\operatorname{var}\left(U_{j k}\right)\right\}^{1 / 2}}>x\right]=\{1-\Phi(x)\}\left\{1+O\left(\frac{1+x^{3}}{n^{1 / 2}}\right)\right\} . \tag{C22}
\end{equation*}
$$

Suppose that the regularity conditions in Theorem 1 hold. Under the null hypothesis $H_{0}$ holds, we have in the region $x \in\left(0, O\left(n^{1 / 6-\epsilon}\right)\right)$ for some $\epsilon>0$,

$$
\begin{equation*}
\operatorname{pr}\left[\frac{V_{j k}-E_{H_{0}}\left(V_{j k}\right)}{\left\{\operatorname{var}_{H_{0}}\left(V_{j k}\right)\right\}^{1 / 2}}>x\right]=\{1-\Phi(x)\}\left\{1+O\left(\frac{1+x^{3}}{n^{1 / 2}}+\frac{x}{n^{1 / 6}}\right)\right\} \tag{C23}
\end{equation*}
$$

And we can replace the rate in the right-hand side of (C23) with $1+o(1)$ when we have $x \in\left(0, o\left(n^{1 / 6}\right)\right)$.
Proof. For the moderate deviation properties of the $U$-statistics, the general results for them of unbounded kernel functions can be found in Malevich \& Abdalimov (1979) and Vandemaele (1983). Borovskikh \& Weber (2003) give the result for $U$-statistics of bounded kernels with symmetric kernels. However, using a similar argument as in Eichelsbacher (1998) and Hoeffding (1948), the results can be generalized to the multivariate data and asymmetric kernel cases.

When we do not specify the rate of convergence on the right hand side of (C23), the proof of the moderate deviation for simple linear rank statistics is in Kallenberg (1982). For explicitly characterizing the rate, we simply follow Kallenberg (1982). Below we adopt some notation used in Kallenberg (1982). Consider the data with $n$ independent samples $X_{1}, \ldots, X_{n}$ drawn from $X \in \mathcal{R}$. Let $F(\cdot)$ be the distribution function of $X$. Let $R_{n 1}, \ldots, R_{n n}$ be the ranks of $X_{1}, \ldots, X_{n}$. Let $S_{n}=\sum_{i=1}^{n} c_{n i} g\left\{R_{n i} /(n+1)\right\}$ be the simple linear rank statistic of interest and $V_{n}=\sum_{i=1}^{n} c_{n i} g\left\{F\left(X_{i}\right)\right\}$ be an intermediate one. It is obvious that $S_{n}$ is identically distributed to $V_{j k}$ under the null hypothesis.

Let $\mu_{n}$ and $\tau_{n}$ be the mean and standard deviation of $S_{n}$. Without loss of generality, we assume $\mu_{n}=0$. Equations (2.1) and (2.2) in Kallenberg (1982) imply

$$
\begin{align*}
\operatorname{pr}\left(S_{n}>x \tau_{n}\right) & \geq \operatorname{pr}\left\{V_{n}>\left(x+n^{-1 / 6} \tau_{n}\right)\right\}-\operatorname{pr}\left(\left|S_{n}-V_{n}\right|>n^{-1 / 6} \tau_{n}\right) \\
\text { and } \operatorname{pr}\left(S_{n}>x \tau_{n}\right) & \leq \operatorname{pr}\left\{V_{n}>\left(x-n^{-1 / 6} \tau_{n}\right)\right\}+\operatorname{pr}\left(\left|S_{n}-V_{n}\right|>n^{-1 / 6} \tau_{n}\right) \tag{C24}
\end{align*}
$$

On one hand, using the lemma in Page 406 in Kallenberg (1982), we have

$$
\begin{align*}
\operatorname{pr}\left(\left|S_{n}-V_{n}\right|>n^{-1 / 6} \tau_{n}\right)\{1-\Phi(x)\}^{-1} & \leq(1 / 2)^{\delta n^{1 / 3}}\left\{1-\Phi\left(n^{1 / 6-\epsilon}\right)\right\}^{-1} \\
& \leq \exp \left\{-\left(\delta n^{1 / 3}\right) \log 2+n^{1 / 3-2 \epsilon} / 2\right\} O\left(n^{1 / 6-\epsilon}\right) \tag{C25}
\end{align*}
$$

On the other hand, $V_{n}$ is the sum of independent bounded random variables. Therefore, we can use the classic result on the moderate deviation of sums of independence variables (check, for example, Chapter 8 in Petrov (1975)). It implies that for any $y_{n}$,

$$
\begin{equation*}
\operatorname{pr}\left(V_{n}>y_{n} \tau_{n}\right)=\left\{1-\Phi\left(y_{n}\right)\right\}\left\{1+O\left(\frac{1+y_{n}^{3}}{n^{1 / 2}}\right)\right\} \tag{C26}
\end{equation*}
$$

We let $\left|y_{n}-x\right| \leq n^{-1 / 6}$, which implies that $1+y_{n}^{3} \asymp 1+x^{3}$. Then, standard arguments on Gaussian tail probabilities give us

$$
\begin{equation*}
\left\{1-\Phi\left(y_{n}\right)\right\} /\{1-\Phi(x)\}=1+O\left(n^{-1 / 6} x\right) \tag{C27}
\end{equation*}
$$

Plugging (C25), (C26), and (C27) into (C24), we have

$$
\operatorname{pr}\left(S_{n}>x \tau_{n}\right)=\{1-\Phi(x)\}\left\{1+O\left(\frac{1+y_{n}^{3}}{n^{1 / 2}}+\frac{x}{n^{1 / 6}}\right)\right\}
$$

This completes the proof.
Lemma C6 (Concentration inequality for simple linear rank statistics). Assume the setting and notation in Lemma 3. Consider the simple linear rank statistic

$$
V \equiv \sum_{i=1}^{n} c_{n i} g\left(\frac{R_{n i}}{n+1}\right)=\frac{1}{n} \sum_{i=1}^{n} f\left(\frac{Q_{i}^{X}}{n+1}\right) g\left(\frac{Q_{i}^{Y}}{n+1}\right)
$$

where $f(\cdot)$ and $g(\cdot)$ are Lipschitz functions with Lipschitz constant $\Delta<\infty$ and $\max \{|f(0)|,|g(0)|\} \leq$ $A_{2}$. We have, for any $t>0$,

$$
\operatorname{pr}(|V-E V|>t) \leq 2 \exp \left(-C n t^{2}\right)
$$

for some scalar $C$ only depending on $\Delta$ and $A_{2}$.
Proof. The proof is an application of the McDiarmid's inequality (McDiarmid, 1989). In the samples $\left\{\left(X_{i}, Y_{i}\right), i=1, \ldots, n\right\}$, consider replacing $\left(X_{1}, Y_{1}\right)$ with $\left(X_{1}^{\prime}, Y_{1}^{\prime}\right)$ and fix all the others. Then the ranks of $\left\{Q_{i}^{X}, i=1, \ldots, n\right\}$ and $\left\{Q_{i}^{Y}, i=1, \ldots, n\right\}$ are changed to $\left\{\widetilde{Q}_{i}^{X}, i=1, \ldots, n\right\}$ and $\left\{\widetilde{Q}_{i}^{Y}, i=\right.$ $1, \ldots, n\}$. By the alignment assumption, we have

$$
\left|\sum_{i=1}^{n} c_{n i} g\left(\frac{R_{n i}}{n+1}\right)-\sum_{i=1}^{n} c_{n i} g\left(\frac{\widetilde{R}_{n i}}{n+1}\right)\right|=\frac{1}{n}\left|\sum_{i=1}^{n} f\left(\frac{Q_{i}^{X}}{n+1}\right) g\left(\frac{Q_{i}^{Y}}{n+1}\right)-\sum_{i=1}^{n} f\left(\frac{\widetilde{Q}_{i}^{X}}{n+1}\right) g\left(\frac{\widetilde{Q}_{i}^{Y}}{n+1}\right)\right| .
$$

Because $\max _{1 \leq i \leq n}|f\{i /(n+1)\}| \leq A_{2}+\Delta$ and $\max _{1 \leq i \leq n}|g\{i /(n+1)\}| \leq A_{2}+\Delta$, it yields

$$
\begin{aligned}
& \frac{1}{n}\left|\sum_{i=1}^{n} f\left(\frac{Q_{i}^{X}}{n+1}\right) g\left(\frac{Q_{i}^{Y}}{n+1}\right)-\sum_{i=1}^{n} f\left(\frac{\widetilde{Q}_{i}^{X}}{n+1}\right) g\left(\frac{\widetilde{Q}_{i}^{Y}}{n+1}\right)\right| \\
\leq & \frac{A_{2}+\Delta}{n}\left\{\sum_{i=1}^{n}\left|f\left(\frac{Q_{i}^{X}}{n+1}\right)-f\left(\frac{\widetilde{Q}_{i}^{X}}{n+1}\right)\right|+\sum_{i=1}^{n}\left|g\left(\frac{Q_{i}^{Y}}{n+1}\right)-g\left(\frac{\widetilde{Q}_{i}^{Y}}{n+1}\right)\right|\right\} .
\end{aligned}
$$

Here the inequality follows from the fact that for any two sequences $\left\{\left(x_{1}^{1}, y_{1}^{1}\right), \ldots,\left(x_{n}^{1}, y_{n}^{1}\right)\right\}$ and $\left\{\left(x_{1}^{2}, y_{1}^{2}\right), \ldots,\left(x_{n}^{2}, y_{n}^{2}\right)\right\}$,

$$
\begin{aligned}
\left|\sum_{i=1}^{n} x_{i}^{1} y_{i}^{1}-\sum_{i=1}^{n} x_{i}^{2} y_{i}^{2}\right| & \leq \sum_{i=1}^{n}\left|x_{i}^{1}\left(y_{i}^{1}-y_{i}^{2}\right)\right|+\sum_{i=1}^{n}\left|y_{i}^{2}\left(x_{i}^{1}-x_{i}^{2}\right)\right| \\
& \leq \max _{1 \leq i \leq n}\left|x_{i}^{1}\right| \sum_{i=1}^{n}\left|y_{i}^{1}-y_{i}^{2}\right|+\max _{1 \leq i \leq n}\left|y_{i}^{2}\right| \sum_{i=1}^{n}\left|x_{i}^{1}-x_{i}^{2}\right|
\end{aligned}
$$

Using the fact that both $f(\cdot)$ and $g(\cdot)$ are Lipschitz, we can further write

$$
\begin{aligned}
& \frac{A_{2}+\Delta}{n}\left\{\sum_{i=1}^{n}\left|f\left(\frac{Q_{i}^{X}}{n+1}\right)-f\left(\frac{\widetilde{Q}_{i}^{X}}{n+1}\right\}\right|+\sum_{i=1}^{n}\left|g\left(\frac{Q_{i}^{Y}}{n+1}\right)-g\left(\frac{\widetilde{Q}_{i}^{Y}}{n+1}\right)\right|\right\} \\
\leq & \frac{\Delta\left(A_{2}+\Delta\right)}{n(n+1)}\left(\sum_{i=1}^{n}\left|Q_{i}^{X}-\widetilde{Q}_{i}^{X}\right|+\sum_{i=1}^{n}\left|Q_{i}-\widetilde{Q}_{i}^{Y}\right|\right)
\end{aligned}
$$

Because only one position in $\left\{X_{1}, \ldots, X_{n}\right\}$ and $\left\{Y_{1}, \ldots, Y_{n}\right\}$ is changing, we have

$$
\sum_{i=1}^{n}\left|Q_{i}^{X}-\widetilde{Q}_{i}^{X}\right| \leq 2(n-1) \text { and } \sum_{i=1}^{n}\left|Q_{i}^{Y}-\widetilde{Q}_{i}^{Y}\right| \leq 2(n-1)
$$

This further implies that

$$
\left|\sum_{i=1}^{n} c_{n i} g\left(\frac{R_{n i}}{n+1}\right)-\sum_{i=1}^{n} c_{n i} g\left(\frac{\widetilde{R}_{n i}}{n+1}\right)\right| \leq \frac{4\left(A_{2}+\Delta\right) \Delta(n-1)}{n(n+1)} \asymp \frac{1}{n} .
$$

Then, by using the McDiarmid's inequality, we have the desired concentration inequality.
Lemma C7 (Concentration inequality for $U$-Statistics). Suppose that $U$ is a $U$-statistic with degree $m$ and bounded kernel $|h(\cdot)| \leq M$. We then have, for any $t>0$,

$$
\operatorname{pr}(|U-E U|>t) \leq 2 \exp \left\{-n t^{2} /\left(2 m M^{2}\right)\right\}
$$

Proof. This concentration inequality follows from calculating the moment generating function of the $U$-statistics and using the Hoeffding's decoupling trick. Check Hoeffding (1963) for the detailed proof. $\square$

Lemma C8. Under the Gaussian model with the Pearson's correlation matrix $R$, we have the following four equations hold:

$$
\begin{array}{r}
E\left(\rho_{j k}\right)=\frac{6}{\pi} \arcsin \left(R_{j k} / 2\right)+O(1 / n), \quad E\left(\tau_{j k}\right)=\frac{2}{\pi} \arcsin \left(R_{j k}\right), \\
E\left(\widehat{\rho}_{j k}\right)=\frac{6}{\pi} \arcsin \left(R_{j k} / 2\right)+O(1 / n), \text { and } E\left(\widehat{\tau}_{j k}\right)=\frac{4}{\pi} \arcsin \left(R_{j k} / 2\right)+O(1 / n) .
\end{array}
$$

Proof. The relationship between Spearman's rho, Kendall's tau, and Pearson's correlation coefficients under the Gaussian model can be found in Kruskal (1958). Noticing that $\widehat{\rho}_{j k}$ and $\widehat{\tau}_{j k}$ are asymptotically equivalent to $\rho_{j k}$ and $2 \rho_{j k} / 3$, we have the other two equations.
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