Modeling RNA degradation for RNA-Seq with applications
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SUMMARY

RNA-Seq is widely used in biological and biomedical studies. Methods for the estimation of the transcript’s abundance using RNA-Seq data have been intensively studied, many of which are based on the assumption that the short-reads of RNA-Seq are uniformly distributed along the transcripts. However, the short-reads are found to be nonuniformly distributed along the transcripts, which can greatly reduce the accuracies of these methods based on the uniform assumption. Several methods are developed to adjust the biases induced by this nonuniformity, utilizing the short-read’s empirical distribution in transcript. As an alternative, we found that RNA degradation plays a major role in the formation of the short-read’s nonuniform distribution and thus developed a new approach that quantifies the short-read’s nonuniform distribution by precisely modeling RNA degradation. Our model of RNA degradation fits RNA-Seq data quite well, and based on this model, a new statistical method was further developed to estimate transcript expression level, as well as the RNA degradation rate, for individual genes and their isoforms. We showed that our method can improve the accuracy of transcript isoform expression estimation. The RNA degradation rate of individual transcript we estimated is consistent across samples and/or experiments/platforms. In addition, the RNA degradation rate from our model is independent of the RNA length, consistent with previous studies on RNA decay rate.
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1. INTRODUCTION

High throughput transcriptome sequencing (RNA-Seq) is widely used in biological and biomedical studies (Wang and others, 2009; Hawkins and others, 2010). Compared to microarrays, RNA-Seq has shown superior accuracy in the measurement of gene expression levels (Marioni and others, 2008; Mortazavi and others, 2008), and it has shown great promise in the study of alternative splicing (Wang and others, 2008; Hawkins and others, 2010). Computational/statistical methods have been developed for the quantification of transcript abundance using RNA-Seq data to exploit this development (see Pachter, 2011, for a recent review).

Among these methods for the quantification of transcript abundance, many of which are based on the assumption that the short-reads generated by RNA-Seq are uniformly sampled from their transcripts (Jiang and Wong, 2009; Feng and others, 2011; Li, Ruotti, and others, 2010; Richard and others, 2010; Trapnell and others, 2010; Katz and others, 2010). However, increasing evidences have shown that the short-reads generated by RNA-Seq are nonuniformly sequenced from their transcripts (Wang and others, 2009; Pepke and others, 2009), and that ignoring such nonuniformity of the short-read distribution in their methods will significantly reduce the accuracy of estimated transcript abundance (Wu and others, 2011; Roberts and others, 2011). Thus, accurately modeling and efficiently adjusting biases induced by the nonuniformity of short-read distribution are vital for the accurate estimation of transcript abundance.

The nonuniformity of the short-read distribution is attributed to various biases present in RNA-Seq. Previous studies revealed that random primers used in library preparation procedures can induce a bias, which depends on the local sequence content of the transcript (Hansen and others, 2010). Such sequence-dependent bias plays a role in the formation of the local nonuniformity of the short-read distribution along transcript and has been modeled and adjusted using the local sequence content of the transcripts (Hansen and others, 2010; Li, Jiang, and others, 2010; Turro and others, 2011; Roberts and others, 2011). Another more serious bias is induced by RNA degradation, resulting in a position-dependent pattern. The RNA degradation in RNA-Seq, which is precisely described as the partial RNA degradation and the incomplete extension of RNA during amplification in RNA-Seq (Pepke and others, 2009), plays an important role in the formation of the nonuniformity of the short-read distribution in which the degraded and/or the incomplete extended part of the transcript is less likely to be sequenced. Especially in RNA-Seq data which are prepared by complementary DNA (cDNA) fragmentation method, it has been shown that, because of RNA degradation, short-reads tend to be significantly generated more toward the 3’ end, followed by an exponential decrease toward the 5’ end of the transcript (Wang and others, 2009; Pepke and others, 2009). RNA degradation is an innate characteristic of RNA molecules, and it is therefore reflected in both RNA-Seq data and the expression microarray data (Archer and others, 2006). We showed in this study that the bias induced by RNA degeneration is present in different RNA-Seq platforms.

To adjust the position-dependent bias of the short-read distribution in RNA-Seq, several methods have been developed to incorporate an adjustment based on the empirical distribution of the short-reads along the transcripts (Li, Ruotti, and others, 2010; Howard and Heber, 2010; Wu and others, 2011; Roberts and others, 2011). In brief, a weight can be used to adjust the positional bias for each exon/nucleotide of the transcripts according to the estimated empirical distribution, and the empirical distribution of the short-reads along the transcripts is generally estimated by binning the short-reads on a group of transcripts at the relative positions, implemented by various strategies in different methods (Li, Ruotti, and others, 2010; Howard and Heber, 2010; Wu and others, 2011; Roberts and others, 2011). Although the estimated empirical distribution depicts the decreasing trend of short-reads from the 3’ to the 5’ end of the transcripts (Wu and others, 2011), it is usually difficult for these empirical distribution based methods to accurately characterize the variability of the nonuniformity in individual transcripts, limiting their efficiencies in the adjustment of the position-dependent bias for individual transcripts. As an alternative, quantitative modeling of RNA degradation in RNA-Seq will be of great help to accurately and efficiently adjust the position-dependent bias.
In this study, we report a quantitative model of RNA degradation, with the objective to characterize and adjust the position-dependent bias in RNA-Seq for individual transcripts. We show that our RNA degradation model can quantitatively characterize the effect of RNA degradation on the short-read distribution of individual transcripts and that it fits the RNA-Seq data quite well. Based on this model, we have also developed a new statistical method to estimate the transcript isoform expression levels and RNA degradation rate. We showed that our statistical method is highly accurate in the transcript isoform expression level estimation based on both simulated and real data. The estimated RNA degradation rates of individual transcripts are shown to be consistent across samples and/or experiments/platforms. Meanwhile, we also demonstrated that RNA degradation rate of transcript is independent of RNA length, similar as for RNA decay rates (defined as the inverse of RNA half-life) indicated by previous studies (Wang and others, 2002; Yang and others, 2003). Furthermore, our model can easily be extended to consider the sequence-dependent bias in RNA-Seq (see supplementary material available at Biostatistics online).

2. Methods

2.1 Notations

Suppose that a given gene $g$ has $n$ transcript isoforms with lengths $\{L_{g1}, L_{g2}, \ldots, L_{gn}\}$ and the gene contains a total of $x$ exons. Following Jiang and Wong (2009), when 2 isoforms share part of an exon, we split the exon into several parts and treat each part as a separate exon. The exons are of lengths $l_{g1}, l_{g2}, \ldots, l_{gx}$. We use $i$ ($1 \leq i \leq n$) to index the isoform and $j$ ($1 \leq j \leq x$) to index the exon of gene $g$. We define the index matrix $I_g = (I_{gij})$ of gene $g$, with $I_{gij} = 1$ when the $i$th isoform contains the $j$th exon and $I_{gij} = 0$, otherwise. It is clear that isoform $i$’s length $L_{gi}$ is equal to $\sum_j I_{gij} l_{gj}$. We denote $D_{gij}$ as the distance (in base pair) from the center position of exon $j$ to the 3’ end of isoform $i$ (Figure 1) and $d_{gij} \equiv \frac{D_{gij}}{L_{gi}}$ as the normalized distance ($0 \leq d_{gij} \leq 1$) from the center position of exon $j$ to the 3’ end of isoform $i$. The expression levels of the isoforms of gene $g$ in an experiment are $\Theta_g = \{\theta_{g1}, \theta_{g2}, \ldots, \theta_{gi}, \ldots, \theta_{gn}\}$. When gene $g$ has a single transcript ($n = 1$), we will remove the isoform index $i$ from notations $L_{gi}$, $D_{gij}$, $d_{gij}$, and $\theta_{gi}$ as $L_g$, $D_{gj}$, $d_{gj}$, and $\theta_{g}$ for simplicity.

![Fig. 1. Notation of the RNA degradation model for genes with multiple isoforms.](image-url)
2.2 Modeling of RNA degradation for RNA-Seq

By mapping the short-reads of an experiment to the reference genome, the numbers of mapped short-reads within each exon \( \{N_{g1}, N_{g2}, \ldots, N_{gx}\} \) can be obtained. We found that \( \{N_{g1}, N_{g2}, \ldots, N_{gx}\} \) decreases exponentially from the 3’ to the 5’ end of the transcript isoform as the result of RNA degradation, especially in RNA-Seq data, which are prepared by cDNA fragmentation method. Accordingly, we developed a mathematical model as follows to quantitatively characterize the effect of RNA degradation on short-read distribution for individual genes and their isoforms.

When gene \( g \) has only a single transcript \((n = 1)\) and it can be assumed that the gene does not contain overlapping regions with other genes, our RNA degradation model is as follows

\[
\frac{N_{gj}}{l_{gj}} = c \theta_g e^{-a_g \frac{d_{gj}}{l_{gj}}} = c \theta_g e^{-a_g d_{gji}}, \quad j = 1, 2, \ldots, x, \tag{2.1}
\]

where \( d_{gj} \) is the normalized distance from the center position of exon \( j \) to the 3’ end of the transcript (single transcript), \( \theta_g \) is the expression level of the single transcript of gene \( g \), \( c \) is a normalization constant, and \( a_g \) \((\geq 0)\) is a normalized RNA degradation rate. We refer to \( l_{gj} e^{-a_g d_{gji}} \) as the effective exon length.

When gene \( g \) has multiple isoforms \((n > 1)\) and it can be assumed that these isoforms do not contain overlapping regions with other genes, the model is different from (2.1) since \( N_{gj} \) is a mixture of short-reads from the isoforms of gene \( g \). We denote \( N_{gij} \) \((\geq 0)\) as the number of mapped short-reads in exon \( j \), which belongs to isoform \( i \), and have

\[
\frac{N_{gij}}{l_{gj}} = \begin{cases} 
 c \theta_{gi} e^{-a_g d_{gij}}, & \text{if } I_{gij} = 1; \\
 0, & \text{if } I_{gij} = 0; 
\end{cases} \tag{2.2}
\]

where \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, x \), and \( \theta_{gi} \) is the expression level of isoform \( i \); \( c \) is the normalization constant and \( a_g \) \((\geq 0)\) characterizes the rate of RNA degradation of gene \( g \). The \( N_{gij} \) is unknown and subjects to the constraint \( \sum_i N_{gij} = N_{gj} \). Note that the parameter \( a_g \) is gene specific, and the isoform-specific RNA degradation rate \( a_{gi} \) should be used when the RNA degradation rates of the isoforms of the gene cannot be considered as the same. See supplementary material available at Biostatistics online for the estimation of \( a_{gi} \).

2.3 Statistical estimation of the RNA degradation rate and expression levels of transcript isoforms

In order to estimate the RNA degradation rate \( a_g \) and the expression levels of isoforms \( \Theta_g = \{\theta_{g1}, \theta_{g2}, \ldots, \theta_{gn}\} \) based on our model (see 2.2), we consider this as a missing value problem. The observed data are \( \{N_{g1}, N_{g2}, \ldots, N_{gx}\} \) and the missing data are \( \{N_{gij} : i = 1, 2, \ldots, n; j = 1, 2, \ldots, x\} \). The missing data and the observed data form the complete data.

Let \( w_{gi} \equiv \sum_j I_{gij} l_{gj} e^{-a_g d_{gij}} \) \((\text{the effective length of isoform } i \text{ of gene } g)\) and \( F_g \equiv \sum_{i,j} I_{gij} \theta_{gi} l_{gj} e^{-a_g d_{gij}} \). Note that a short-read of gene \( g \) has a probability \( p_{ij} = I_{gij} \theta_{gi} l_{gj} e^{-a_g d_{gij}} / F_g \) of belonging to isoform \( i \) and exon \( j \). Therefore, the likelihood of the complete data for gene \( g \) is proportional to

\[
L_g = \prod_{i,j} \left( \frac{\theta_{gi} w_{gi} l_{gj} e^{-a_g d_{gij}}}{\sum_h \theta_{gh} w_{gh}} \right)^{I_{gij} N_{gij}}, \tag{2.3}
\]

and the log-likelihood function is

\[
\log L_g = \sum_{i,j} I_{gij} N_{gij} \left( \log(\theta_{gi} w_{gi}) - \log \left( \sum_h \theta_{gh} w_{gh} \right) \right) + \sum_{i,j} I_{gij} N_{gij} \log \left( \frac{l_{gj} e^{-a_g d_{gij}}}{w_{gi}} \right). \tag{2.4}
\]
Note that we want to maximize \( \log L_g \) as a function of \((\theta_{g1}, \theta_{g2}, \ldots, \theta_{gn}, \alpha_g)\) with the constraint \( \sum_{i=1}^{n} \theta_{gi} = 1. \)

We developed an expectation–maximization (EM) algorithm to maximize this log-likelihood function \( \log L_g \) as follows. In our implementations, we set the initial values as \( \alpha_g^{(0)} = 0 \) and \( \theta_{gi}^{(0)} = 1/n. \) Given the current values of \( \Theta_g^{(t)} = (\theta_{g1}^{(t)}, \theta_{g2}^{(t)}, \ldots, \theta_{gx}^{(t)}) \) and \( \alpha_g^{(t)} \) at the \( t \)th step, we take the expected value of \( \log L_g \) in the E-step and have

\[
N_{gi}^{(t)} = E(N_{gij} | (N_{g1}, N_{g2}, \ldots, N_{gx}), \Theta_g^{(t)}, \alpha_g^{(t)}) = \frac{\sum_h I_{ghj} \theta_{ghj} e^{-\alpha_g^{(t)} d_{ghj}}}{\sum_h I_{ghj} \theta_{ghj} e^{-\alpha_g^{(t)} d_{ghj}}},
\]

for \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, x. \)

In the M-step of the EM algorithm, we maximize (2.4) with respect to \( \Theta_g \) and \( \alpha_g \) by replacing \( N_{gij} \) with \( N_{gi}^{(t)}. \)

If we let \( \beta_{gi} = \theta_{gi} w_{gi}/\sum_h \theta_{gh} w_{gh}, \) (2.4) will be reparametrized as a function of \( (\beta_{g1}, \ldots, \beta_{gn}, \alpha_g) \), where the first term of the right-hand side does not contain \( \alpha_g \) and the second term does not contain \( (\beta_{g1}, \ldots, \beta_{gn}) \). Therefore, to estimated \( \alpha_g \), we only need to maximize

\[
G_i(\alpha_g) = \sum_{i,j} I_{gij} N_{gi}^{(t)} \log \left( \frac{l_{gj} e^{-\alpha_g d_{gij}}}{w_{gi}} \right),
\]

with respect to \( \alpha_g \) (note that \( w_{gi} \) is a function of \( \alpha_g \)). We apply the Newton–Raphson method to maximize \( G_i(\alpha_g) \) and thus estimate \( \hat{\alpha}_g^{(t+1)} \) (see supplementary material available at Biostatistics online for details). The \( \hat{\alpha}_g^{(t+1)} \) is determined when \( \hat{\alpha}_g^{(t+1)} \) is known.

To estimate \( \Theta_g \), we then maximize the first term of the right-hand side of (2.4) and have

\[
\hat{\beta}_{gi}^{(t+1)} = \frac{\sum_j I_{gij} N_{gi}^{(t)}}{N_g}, \quad i = 1, 2, \ldots, n,
\]

where \( N_g \) is the total number of mapped short-reads from gene \( g \) and \( N_g = N_{g1} + N_{g2} + \cdots + N_{gx}. \) To make the model identifiable, we apply the constraint \( \sum_i \theta_{gi} = 1 \) as in Trapnell and others (2010) such that

\[
\hat{\theta}_{gi}^{(t+1)} = \frac{\hat{\beta}_{gi}^{(t+1)} - \frac{1}{\hat{\omega}_{gi}^{(t+1)}}}{\sum_h \hat{\beta}_{gh}^{(t+1)} - \frac{1}{\hat{\omega}_{gh}^{(t+1)}}}, \quad i = 1, 2, \ldots, n.
\]

Refer to Lemma 14 of Trapnell and others (2010) for the derivations. We refer to the above RNA degradation-based method as RD.

### 2.4 Data and data processing

We demonstrate our model and method using 2 RNA-Seq data sets from 2 independent laboratories with 2 different sequencing platforms. Data set I is from the Human Body Map 2.0 Project sequenced by Illumina. This data set was generated by the Illumina HiSeq 2000 platform and contains RNA-Seq data of 16 different human tissues. For each tissue sample, the sequence library was prepared by using the standard poly(A)-selected messenger RNA (mRNA). The project sequenced the mRNA of each tissue by one lane with single-end 75-bp sequencing reads. Data set II is from Marioni and others (2008), containing
RNA-Seq data of human liver and kidney tissues. It was sequenced by the Illumina GA platform with a sequencing read length of 36 bp. Data set II was generated using the standard poly(A)-selected mRNA library. It was downloaded from Sequence Read Archive (http://trace.ncbi.nlm.nih.gov/Traces/home/) with accession number SRX000571 (liver).

Using Bowtie (version 0.12.5) (Langmead and others, 2009), we mapped the 75 and 36 bp short-reads to the human genome (hg18; http://genome.ucsc.edu/cgi-bin/hgGateway?db=hg18), allowing, at most 3 (for 75 bp reads) and 2 (for 36 bp reads) mismatches. The RefSeq annotation (Pruitt and others, 2009) was used as the annotations of genes and their isoforms (downloaded from University of California Santa Cruz Genome Browser; Kent and others, 2002; on November 7, 2010). We only kept the uniquely mapped short-reads and did not consider the junction reads as in Wu and others (2011) for simplicity. We checked the case when junction reads are included to see whether our RNA degradation model can still fit the data in supplementary material available at Biostatistics online.

2.5 Simulations

Simulations were implemented to evaluate the accuracy of our method on the estimation of the RNA degradation rate $\alpha_g$ and transcript isoform expression levels. We used the real isoform structures based on the isoform annotations in RefSeq. All the genes with 2–9 isoforms were used. Genes with the same number of isoforms were grouped into the same gene set.

For a given gene $g$ with its annotation, we first randomly generate the relative isoform expression levels $\theta_{gi}$ satisfying $0 \leq \theta_{gi} \leq 1$ and $\sum_{i=1}^{n} \theta_{gi} = 1$. To consider the biological reality that many isoforms of a gene are not expressed, we randomly selected $m$ of the $n$ isoforms as expressed and simulated the expression levels $\theta_{gi}$ of the expressed isoforms by generating $m$ random numbers in the unit interval $(0,1]$ and then dividing the $m$ random numbers by their summation; the expression levels $\theta_{gi}$ of the remaining isoforms were set as 0.

The negative binomial (NB) model is widely used in the modeling of the RNA-Seq read count data to account for the high variability of the read count data (Oshlack and others, 2010). We thus simulated the short-reads count data of exon $j$ belonging to isoform $i$ from the NB distribution as follows

$$N_{gij} \sim \begin{cases} 
\text{NB}(\mu = cl_{gj} \theta_{gi} e^{-\alpha_g d_{gij}} , \phi), & \text{if } I_{gij} = 1; \\
0, & \text{if } I_{gij} = 0;
\end{cases} \quad (2.7)$$

for $i = 1, 2, \ldots, n; j = 1, 2, \ldots, x$, where $\mu$ is the mean and $\phi$ is the dispersion parameter of the NB distribution, and the variance of the NB distribution equals $\mu + \mu^2 / \phi$. The $c$ is a normalization constant of the experiment, which reflects the genomic coverage of the experiment. Finally, we sum short-read counts from each isoform and obtain the short-reads count for each exon $j$ as $N_{gj} = \sum_{i=1}^{n} N_{gij}$. The simulated values of $N_{gj}$ are the inputs to our statistical method.

In addition, we also simulated the read counts data by an alternative model different from our RD model, to check the robustness of our RD method in the estimation of isoform expression level and the RNA degradation rate (see supplementary material available at Biostatistics online).

3. Results

3.1 RNA degradation in RNA-Seq and the model

We developed a mathematical model to quantify the decreasing trend of short-read counts in exons from the 3' to the 5' end of the transcripts, as governed by RNA degradation (Section 2.2). To show that our RNA degradation model for RNA-Seq can fit the RNA-Seq data, we demonstrate using genes, which have
a single transcript and determine if they fit (2.1). Since the model for genes with multiple isoforms (2.2) is a general extension of the single-transcript case, the validation of (2.1) can also validate (2.2). We took the logarithms on both sides of (2.1) (suppose \(N_{gj} > 0\)) and added an error term such that

\[
\log\left(\frac{N_{gj}}{l_{gj}}\right) = \log c + \log \theta_g - \alpha_g d_{gj} + \epsilon, \quad j = 1, 2, \ldots, x. \tag{3.1}
\]

We assumed that the error term \(\epsilon\) follows a normal distribution with mean zero and standard deviation \(\sigma\). If the real data fit the model, we see that \(\log\left(\frac{N_{gj}}{l_{gj}}\right)\) and \(d_{gj}\) will follow the linear model (3.1) with a slope of \(-\alpha_g\) and an intercept of \(\log c + \log \theta_g\). To confirm this, we selected the human liver tissue sample in Data set I as a demonstration (similar results on Data set II were in supplementary material available at Biostatistics online). We first mapped the short-reads of the liver sample to the human genome (hg18). Among the genes with single transcript based on the RefSeq annotation, we chose those genes having a total number of \(>1000\) mapped short-reads in the liver sample. In addition, for each selected gene, we filtered out the exons having no short-reads mapped or having an exon length less than 150 bp. After this filtering, a total of 1882 genes with 3 or more retained exons were kept for our analysis.

For each of the 1882 genes, we calculated \(\log\left(\frac{N_{gj}}{l_{gj}}\right)\) for its exons (retained after the filtering) and then performed a linear regression on \(\log\left(\frac{N_{gj}}{l_{gj}}\right)\) with respect to \(d_{gj}\). Figure 2(a) shows an example of the housekeeping gene ACTB. The ACTB gene has a total of 76 248 mapped short-reads. After our filtering, 4 exons are left with 75 553 mapped short-reads in them. For each of the 4 exons, it is clear that the \(\log\left(\frac{N_{gj}}{l_{gj}}\right)\) decreases with the increase of \(d_{gj}\), which fits a linear model quite well with the \(R^2 = 0.9985\) (Figure 2(a)). Similar plots of all 1882 genes are shown in supplementary material available at Biostatistics online. Figure 2(b) summarizes the histogram of the \(R^2\) of all regressions on the 1882 genes. Among the 1882 genes, 17.5% have an \(R^2 \geq 0.9\); 34.5% have an \(R^2 \geq 0.8\); 80.0% have an \(R^2 \geq 0.5\); the median of the \(R^2\)s of all 1882 genes is 0.7145. Such results suggest that RNA-Seq data can fit our RNA degradation model well.

We showed that when taking the junction reads into account, our RNA degradation model still fits the data well and achieved almost the same results as the case without including the junctions (see supplementary material available at Biostatistics online).

### 3.2 RNA degradation rate \(\alpha_g\)

Precise measurement of the RNA degradation rate of each gene is useful for quantitative studies of the RNA degradation mechanism. Specifically, our RD model can be used to accurately estimate the RNA degradation rate \(\alpha_g\) for individual genes. For genes with a single transcript, the linear model of (3.1) shows that the RNA degradation rate \(\alpha_g\) is positive, indicating that the number of short-reads decreases from the 3' to the 5' end of the transcripts. To make sure that the \(\alpha_g\)s used here are accurate, we chose 951 genes with \(R^2 \geq 0.7\) from the 1882 genes we used in the above section. Among the 951 genes, 945 have positive \(\alpha_g\), as expected. The histogram of the \(\alpha_g\)s for the 945 genes is shown in Figure 2(c). On the other hand, 6 genes (AGPAT6 (NM_178819), CISD2 (NM_001008388), HMGB3 (NM_005342), MFF (NM_020194), PMPCB (NM_004279), and TMEM195 (NM_001004320)) of the 951 genes have negative \(\alpha_g\)s, showing a reverse trend of the RNA degradation where the short-reads decrease exponentially from the 5' to the 3' end of the transcript. We explored genomic regions around the 6 genes to find out the reason. Except for gene AGPAT6 (NM_178819), we found that the other 5 genes have overlapping regions with other genes, a case which violates the assumption of our model.

To check whether the RNA degradation rates \(\alpha_g\) of individual genes are consistent across samples and/or experiments/platforms, we compared the estimated values of \(\alpha_g\) between (1) the liver and kidney samples in Data set I and (2) liver samples in Data sets I and II. Following similar procedures as above for the liver sample of Data set I, a total of 1269 genes (with single transcript) in the kidney sample of Data set
Fig. 2. The RNA degradation model for RNA-Seq. (a) RNA degradation for the gene ACTB. The number of mapped short-reads for each exon divided by exon length decreases exponentially, as the distance of the exon to the 3' end of the transcript increases; the circles represent the exons, and the solid line is the linear regression result. The crosses show the location of the exons we filtered out. (b) Histogram of the $R^2$ of the linear regressions on the 1820 genes. The dashed line shows the median of the $R^2$s. (c) Histogram of the estimated $\alpha_g$s of the 945 genes with positive $\alpha_g$ and $R^2 \geq 0.7$. The dashed line shows the median of the estimated $\alpha_g$s. (d) The relationship between the value of $\alpha_g$ and transcript length. The gray circles are from 945 genes as in (c); the curve is estimated based on local regression by the loess method on the 945 genes. The loess regression was performed by the R function “loess” with the default setting. All plots and results are based on Data set I.

I are selected, having >1000 mapped short-reads with a positive $\alpha_g$ estimated and $R^2 \geq 0.7$. There are 625 common genes in the selected genes from the liver and kidney samples of Data set I. The estimated values of $\alpha_g$ of the 625 common genes based on the 2 samples are highly consistent with a Pearson correlation coefficient $\rho = 0.75$ (Figure 3(a)). We applied similar procedures to select genes from liver sample of Data set II (see supplementary material available at Biostatistics online), and the estimated values of $\alpha_g$ of the 603 common genes based on the liver samples from Data sets I and II are still consistent with a Pearson correlation coefficient $\rho = 0.63$ (Figure 3(b)). Such results suggest that the RNA degradation rate $\alpha_g$ is more consistent between samples from within the same experiment and platform than across experiments/isoforms.
Fig. 3. The consistency of RNA degradation rate. (a) The estimated values of $\alpha_g$ of the 625 common genes based on the liver and kidney samples of Data set I. (b) The estimated values of $\alpha_g$ of the 603 common genes based on the liver samples from Data sets I and II. The solid lines are the linear regression lines between the 2 samples in each plot. The $\rho$ stands for Pearson correlation coefficient.

We also studied the relationship between the RNA degradation rates $\alpha_g$ and transcript lengths using the 945 genes from the liver sample of Data set I (Figure 2(d), the gray circle dots) and found no significant correlation between RNA degradation rate and the transcripts length (Pearson correlation coefficient $\rho = 0.08$ and $R^2 = 0.006$). The local regression showed that RNA degradation rate and the transcript lengths are independent (Figure 2(d)). Furthermore, $\alpha_g$ has great variability at a fixed transcript length (note that when the transcript length $>10000$ bp, the samples size is too small to see the variation). Similar results were also obtained from Data set II (see supplementary material available at Biostatistics online).

### 3.3 Applications to accurately estimate transcript isoform expression levels

We developed a statistical method based on our RNA degradation model to estimate the isoform expression levels, as well as the RNA degradation rate (Section 2.3). To compare our RNA degradation-based method (RD) with the uniform assumption-based methods (UN), we fixed the $\alpha_g = 0$ during the estimation to make RD degenerate into UN. We did not compare with the empirical distribution-based method by Wu and others (2011) because their program has not been publicly available yet. However, we have already shown that the RNA degradation rate $\alpha_g$ can vary greatly, leading to significant variability in the nonuniformity of short-read distribution.

We evaluated our RD method with the UN method on simulated data because we currently lack benchmark RNA-Seq data sets with experimental validated isoform expression levels. The details of our simulation are described in Section 2.5. To ensure that our simulation can approximate the real data, we simulated the test data by (1) using real isoform structures based on RefSeq annotation, (2) generating the relative expression levels $\theta_{gi}$ of isoforms such that only 1 or 2 isoforms are expressed within each gene $g$ ($m = 1, 2$) to consider the fact that many isoforms of a gene are not expressed, (3) generating the short-read counts of the exons based on the NB distribution (the mean $\mu$ was chosen based on our RD model and the dispersion parameter $\phi$ was chosen from 1 to 10 with step 1); and (4) choosing parameters $\alpha_g$ based on their estimated values in the RNA-Seq data (according to Figure 2(c), we selected $\alpha_g = 1, 3, 5, 7, 9$). Three normalization constants ($c = 1, 5, 10$) were chosen to reflect different sequence depths.
Following Wu and others (2011), we used 2 measurements, the major isoform recovery rate (MIRR) and difference score (DS), to evaluate the accuracy of our methods. The term “major isoform” refers to the isoform with highest expression level among alternatives in a given gene. The MIRR is defined as the percentage of genes whose major isoforms are correctly identified (Wu and others, 2011). As MIRR percentage increases, the accuracy of estimation also increases. The DS of gene \( g \) is defined as

\[
DS = \sum_{i=1}^{n} |\theta_{gi} - \hat{\theta}_{gi}|
\]

with the range \( 0 \leq DS \leq 2 \) (note that the expression levels are relative expression levels of isoform satisfying that \( \sum_{i=1}^{n} \theta_{gi} = 1 \)). As DS decreases, the accuracy of estimation increases.

For different combinations of the parameters \( \alpha_g \) and \( \phi \) (the variance of NB model decreases with the increasing of \( \phi \)), we conducted extensive simulations on all genes with 2–9 isoforms and calculated both MIRR and averaged DS for each set of genes with the same number of isoforms. The overall results show that RD significantly outperforms UN by both MIRR and averaged DS (see Figures 4 and 5 for gene

**Fig. 4.** Simulation results of MIRR under the situation that only one isoform is expressed within each gene \( (m = 1) \). Each plot shows the MIRRs on the genes with \( n \) isoforms \((n = 2, 3, 4, 5)\); the gene number is shown in the parentheses of the title in each plot. In each plot, we compare our RNA degradation-based method (RD, shown in solid lines) with the uniform assumption-based method (UN, shown in dotted lines) by testing the simulated data with different combinations of parameters: \( \alpha_g = 1, 3, 5, 7, 9 \) (shown with dots from “1” to “9”), \( \phi = 1, 2, \ldots, 10 \), and \( c = 1, 5, 10 \) (row).
Fig. 5. Simulation results of DS under the situation that only one isoform is expressed within each gene ($m = 1$). Each plot shows the averaged DSs on the genes with $n$ isoforms ($n = 2, 3, 4, 5$); the gene number is shown in the parentheses of the title in each plot. In each plot, we compare our RNA degradation-based method (RD, shown in solid lines) with the uniform assumption-based method (UN, shown in dotted lines) by testing the simulated data with different combinations of parameters: $\alpha_g = 1, 3, 5, 7, 9$ (shown with dots from “1” to “9”), $\phi = 1, 2, \ldots, 10$, and $c = 1, 5, 10$ (row).

sets with 2–5 isoforms and Supplementary Figures 4 and 5 of the supplementary material available at Biostatistics online for gene sets with 6–9 isoforms for the case that $m = 1$; see Supplementary Figures 6–9 of the supplementary material available at Biostatistics online for the case that $m = 2$). The accuracies of both RD and UN decrease with the increase of isoform number $n$ of each gene. The accuracies of RD increase as the $\phi$ increase (the variance of the NB model will decrease). The accuracies of RD are not sensitive to the $c$ except that when $\alpha_g \geq 7$, the MIRR of RD decreases and the DS of RD increases slightly when $c$ decreases from 10 to 1. When $c < 1$, the coverage for the gene is too low to be considered by our model in real applications. Meanwhile, the estimation of $\alpha_g$ by our method is unbiased when $\phi \geq 2$ (see Supplementary Figures 10–17 of the supplementary material available at Biostatistics online for some examples).

We checked the performance of our RD method at the situation that RNA degradation follows a different model from our RD model by simulation and found that the RD method still outperform the UN method for most cases in the estimation of isoform expression level (see supplementary material available at Biostatistics online). An application of our method to a real example is also described in the supplementary material available at Biostatistics online.
4. DISCUSSION

In this study, we developed a mathematical model for the RNA degradation present in RNA-Seq. The model fits the RNA-Seq data quite well for most cases. As we already mentioned in Section 1, the RNA degradation in RNA-Seq is the combined effects of both the innate degradation of RNA molecular and the incomplete extension of RNA molecular during PCR amplification. Pickrell and others (2010) have indicated that the sequence contents (e.g. GC contents, which are defined as the proportions of G or C nucleotide of the gene) are related to the PCR amplification efficiency and used the GC contents to adjust the bias of PCR amplification. An RNA degradation model at the molecular level with considering sequence contents is needed for our further understanding of RNA degradation present in RNA-Seq.

Meanwhile, we showed that RNA degradation rate $\alpha_g$ is independent of RNA length. It is important to notice that the RNA decay rate, which is defined as the inverse of RNA half-life, is also independent of RNA length in yeast and human (Wang and others, 2002; Yang and others, 2003). The RNA degradation rate $\alpha_g$ defined in this study is proportional to the RNA decay rate in Wang and others (2002) and Yang and others (2003). The molecular mechanisms behind RNA degradation are complicated and still unclear, which is an interesting topic for future research.

Although our RNA degradation model and the estimation method based on it are successful in these applications, both model and method still have limitations. Specifically, we noted that a small portion of genes do not fit our model well (e.g. 20% genes have $R^2 < 0.5$ in the linear regression of (3.1)). Fundamentally, real data are often distorted by various biases and effects during experimentation and data processing, which we have not considered in the current implementation scheme. Several reasons may account for the lack of fit of the model for these genes. First, the method depends on existing isoform annotations, which may not be accurate or complete. Second, our current model requires that the gene not overlap with other genes, which may not be correct for some genes. For example, about 20% human transcripts form sense–antisense gene pairs (Chen and others, 2004). We showed that among the 6 genes with estimated negative $\alpha_g$, 5 of them were found to overlap with other genes. To incorporate these complexities into our model is a topic for future research.

In this study, we only consider RNA-Seq data of single-end short-reads. The paired-end RNA-Seq is also widely used, having advantages in the detection of alternative splicing events compared with the single-end RNA-Seq (Trapnell and others, 2010; Katz and others, 2010; Salzman and others, 2011). RNA degradation still exists in the paired-end RNA-Seq data and may therefore also reduce the accuracy of the estimations of transcript expression levels based on paired-end RNA-Seq. We will therefore extend our current model to accommodate paired-end RNA-Seq in the future.

SOFTWARE
Software is available on http://www-rcf.usc.edu/ fsun/programs.html.

SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
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