High-Resolution Mapping of Myeloarchitecture In Vivo: Localization of Auditory Areas in the Human Brain
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The precise delineation of auditory areas in vivo remains problematic. Histological analysis of postmortem tissue indicates that the relation of areal borders to macroanatomical landmarks is variable across subjects. Furthermore, functional parcellation schemes based on measures of, for example, frequency preference (tonotopy) remain controversial. Here, we propose a 7 Tesla magnetic resonance imaging method that enables the anatomical delineation of auditory cortical areas in vivo and in individual brains, through the high-resolution visualization (0.6 × 0.6 × 0.6 mm³) of intracortical anatomical contrast related to myelin. The approach combines the acquisition and analysis of images with multiple MR contrasts (T₁, T₂*, and proton density). Compared with previous methods, the proposed solution is feasible at high fields and time efficient, which allows collecting myelin-related and functional images within the same measurement session. Our results show that a data-driven analysis of cortical depth-dependent profiles of anatomical contrast allows identifying a most densely myelinated cortical region on the medial Heschl’s gyrus. Analyses of functional responses show that this region includes neuronal populations with typical primary functional properties (single tonotopic gradient and narrow frequency tuning), thus indicating that it may correspond to the human homolog of monkey A1.
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Introduction

Despite extensive research, the objective identification of auditory areas in individual subjects by non-invasive anatomical or functional imaging remains challenging. Cytoarchitectural studies of postmortem brains indicate that, in humans, the primary auditory cortex proper (A1) is situated on the medial portion of the Heschl’s gyrus (HG) and is near by primary-like areas so as to form a cortical core (Hackett et al. 2001). This primary core is surrounded by a number of non-primary belt and parabelt regions (Celesia 1976; Galaburda and Sanides 1980; Riviére and Clarke 1997). The position of A1 relative to sulcal and gyral landmarks is variable (Penhune et al. 1996; Morosan et al. 2001; Rademacher et al. 2001). Moreover, while tonotopic maps (reflecting the frequency preference of auditory neuronal populations) can be obtained in vivo using functional magnetic resonance imaging (fMRI; Formisano et al. 2003; Striem-Amit et al. 2011), their interpretation with regard to the precise definition of A1 and other areas remains an issue of debate (Humphries et al. 2010; Striem-Amit et al. 2011; Langers and van Dijk 2012; Moerel et al. 2012). Consequently, neither macroanatomical nor functional measures suffice for accurately delineating human A1 in individual subjects. Unfortunately, the most reliable way to determine the location of A1 in a specific brain is through postmortem cytoarchitectonic or myeloarchitectonic (the Vogt–Vogt school of myeloarchitectonics; see Nieuwenhuys 2013) analysis of that brain. Even more problematic and controversial is the delineation of auditory cortical areas other than A1.

MR has been proposed to measure cortical myelination in vivo (Clark et al. 1992; Barbier et al. 2002; Walters et al. 2003). Intracortical contrast related to myelin has been mapped in vivo, at both conventional (3 Tesla; [3T]) and high (7 Tesla; [7T]) fields (Sigalovsky et al. 2006; Bock et al. 2009; Barazany and Assaf 2011; Bock et al. 2011; Geyer et al. 2011; Glasser and Van Essen 2011; Bock et al. 2013; Cohen-Adad et al. 2012; Dick et al. 2012). Variations in signal intensities within the gray matter (i.e., myelin sensitivity) have been observed using quantitative T₁ mapping (Sigalovsky et al. 2006; Barazany and Assaf 2011; Geyer et al. 2011; Dick et al. 2012; Sereno et al. 2013), T₁-weighted (Clark et al. 1992; Barbier et al. 2002; Walters et al. 2003; Clare and Bridge 2005), T₂-weighted (Yoshiura et al. 2000; Carmichael et al. 2006; Trampel et al. 2011), quantitative T₂* (Fukunaga et al. 2010; Cohen-Adad et al. 2012; Cohen-Adad et al. 2013), and T₂*-weighted images (Hinds et al. 2008; Zwanenburg et al. 2011; Sanchez-Panchuelo et al. 2012). A recent study has taken advantage of the fact that heavily myelinated areas have high signal intensities in T₁-weighted images and low signal intensities in T₂-weighted images, which results in ratio images (T₁w/T₂w) that have not only enhanced contrast (Glasser and Van Essen 2011), but also have partially reduced sensitivity to undesirable signal variations from radio-frequency (RF) transmit or receive profiles.

While high-resolution (i.e., submillimeter) in vivo myeloarchitectonic mapping has been achieved at both 3T (Dick et al. 2012; Glasser et al. 2013) and 7T (Geyer et al. 2011), a critical limiting factor has been the ability to obtain whole-brain high-resolution functional and anatomical images within a reasonable acquisition time and with sufficient sensitivity. Both high spatial resolution and reduced acquisition time are necessary elements for enabling meaningful investigations of the relation between microstructural and functional architecture in the human brain. In fact, high spatial resolution isotropic acquisitions are necessary because of the folded nature of the cortical ribbon and the relatively small thickness of myelinated areas (Geyer et al. 2011; Dick et al. 2012; Zilles and Amunts 2012; Glasser et al. 2013). Reduced acquisition times are not only favorable for reducing...
the impact of subject motion, but also provide the possibility to perform functional measurements in the same subject and in the same measurement session, which is optimal for studying the relation between anatomy and function.

At high fields (7T), functional and anatomical contrasts are intrinsically enhanced (Duyn et al. 2007; Aboesch et al. 2010), which make it possible to image brain structures at submillimeter isotropic resolutions in individual subjects and across the entire brain. However, collecting whole-brain (anatomical) data at high fields represents a challenge and localized high-resolution and -sensitivity functional images have been the primary attractors to high field imaging. Signal intensity biases due to RF transmit and receive profiles are among the primary reasons for this. The use of ratio images has been shown to provide more uniform $T_1$ contrast (van de Moortele et al. 2009), and, for the most part, circumvent this limitation. In principle, ratio images ($T_1w/T_2w$) could also be used at 7T to obtain enhanced myelin-related contrast, similar to 3T (Glasser and Van Essen 2011). However, collecting whole-brain $T_2$-weighted images at 7T is prohibitive due to both inhomogeneous transmit profiles and power deposition limitations. As such, if feasible, $T_2^*$-weighted images would be a much more attractive option for whole-brain high-resolution imaging of intracortical features at 7T (Cohen-Adad 2013). Importantly, several factors have been shown to contribute to the tissue $T_2^*$ most prominently myelin and iron. Because iron and myelin are colocalized in the cortex, this contrast can be used to study cortical myelination (Fukunaga et al. 2010; Cohen-Adad 2013).

The aim of this article is 2-fold. First, we build on the idea of ratio images at 7T (van de Moortele et al. 2009) and propose a time-efficient method that—through the combination of different MR contrast mechanisms ($T_1$, $T_2^*$, and proton density [PD])—allows visualizing anatomical contrast ($T_1w/T_2^*w$) related to myelin at high spatial resolution in vivo and in individual subjects. Secondly, we illustrate its application through a detailed analysis of the relation between microstructural and functional properties of the auditory cortex. As A1 is more densely myelinated than surrounding regions (Hackett et al. 2001), the $T_1w/T_2^*w$ contrast may provide the required information for its accurate delineation in vivo. Recently, initial evidence for this hypothesis has been obtained combining 3T anatomical data with 1.5 T functional measures (Dick et al. 2012). Here, we use high-resolution 7T MRI and show that the cortical depth-dependent variation of $T_1w/T_2^*w$ contrast allows delineating human area A1 and parcellating other temporal lobe areas. Furthermore, we exploit the temporal efficiency of our approach by recording fMRI time series within the same sessions as the anatomical acquisitions. The joint analysis of anatomical data and fMRI data validates our conclusion by showing that the cortical region with the highest $T_1w/T_2^*w$ on the HG overlaps with neuronal populations with typical primary functional properties (tonotopy, narrow frequency tuning).

### Materials and Methods

Six subjects (median age = 32, 4 males) with self-reported normal hearing participated in a first session, where anatomical and functional images were acquired to map $T_1w/T_2^*w$ contrast and tonotopy (based on “tones”; see below), respectively. Three of these subjects additionally took part in a second session (2 males), during which functional responses to natural sounds were measured (“natural sounds”; see below). The imaging protocol used in this study was approved by the Institutional Review Board (IRB) of the University of Minnesota.

#### Anatomical Data Acquisition

Data were acquired on a Siemens 7T whole body system driven by a Siemens console. A head RF coil (Nova Medical; single transmit [circularly polarized mode], 24 receive channels) was used to acquire anatomical and functional ($T_2^*$-weighted blood oxygen level-dependent) images. In the first session, we acquired 2 $T_1$-weighted (0.6 mm isotropic) scans using a magnetization-prepared rapid acquisition gradient-echo (MPRAGE) sequence (repetition time [TR] = 3100 ms; time to inversion [TI] = 1500 ms [adiabatic non-selective inversion pulse]; (Garwood and Ugurbil 1992); time echo [TE] = 3.5 ms; flip angle = 8°; GRAPPA = 3 (Griswold et al. 2002); FOV = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 180 Hz/pixel; first phase encode direction anterior to posterior; second phase encode direction left to right), one PD image (0.6 mm isotropic) with the same MPRAGE as for the $T_1$-weighted image but without the inversion pulse (TR = 2160 ms; TE = 3.5 ms; flip angle = 8°; GRAPPA = 3 (Griswold et al. 2002); FOV = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 180 Hz/pixel; flip angle = 8°; GRAPPA = 3 (Griswold et al. 2002); FOV = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 180 Hz/pixel; first phase encode direction anterior to posterior; second phase encode direction left to right). TE used in the $T_2^*$-weighted anatomical images was optimized in one subject by acquiring multiple TEs and choosing the image that resulted in the strongest $T_1w/T_2^*w$ intracortical contrast while not exhibiting excessive artifacts in lower frontal areas. Magnetic field inhomogeneities near the sinus cavity make imaging in these locations problematic. This can result in image artifacts, increased distortions, or resolution loss. The acquisition time for all the anatomical images in session 1 was approximately 25 min.

In the second session, we acquired one $T_2$-weighted dataset (1 mm isotropic) for the purpose of alignment of functional data within session and alignment across sessions. We used an MPRAGE sequence for the acquisition of $T_2$-weighted (TR = 3000 ms; TI = 1500 ms [adiabatic non-selective inversion pulse] (Garwood and Ugurbil 1992); TE = 4.29 ms; flip angle = 4°; GRAPPA = 3 (Griswold et al. 2002); FOV = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 140 Hz/pixel; first phase encode direction anterior to posterior; second phase encode direction left to right) and one $T_2$-weighted anatomical image (0.6 mm isotropic) using a modified MPRAGE sequence that allows freely setting the TE (TR = 4910 ms; TE = 16 ms; flip angle = 8°; GRAPPA = 3 (Griswold et al. 2002); FOV = 229 × 229 mm; matrix size = 384 × 384; 256 slices; pixel bandwidth = 480 Hz/pixel; first phase encode direction anterior to posterior; second phase encode direction left to right). TE used in the $T_2^*$-weighted anatomical images was optimized in one subject by acquiring multiple TEs and choosing the image that resulted in the strongest $T_1w/T_2^*w$ intracortical contrast while not exhibiting excessive artifacts in lower frontal areas. Magnetic field inhomogeneities near the sinus cavity make imaging in these locations problematic. This can result in image artifacts, increased distortions, or resolution loss. The acquisition time for all the anatomical images in session 1 was approximately 25 min.

#### Anatomical Data Analysis

All analyses of the anatomical data were performed using custom Matlab code and BrainVoyager QX (Brain Innovation, The Netherlands).

Figure 1 illustrates the proposed MR imaging acquisition and processing pipeline. To correct for subject motion in between acquisitions, we aligned the anatomical data ($T_1w$, PDw, and $T_2w$) by using the automatic alignment routine as implemented in BrainVoyager QX. To remove signal intensity biases related to the transmit and receive profiles of the RF coil (see original data in Fig. 1, top row), we divide $T_1w$ by PDw images ($T_1w/PDw$), producing anatomical images with high contrast between gray and white matter (van de Moortele et al. 2009; Fig. 1, second row). Similarly, we divide $T_1w$ by $T_2w$ images ($T_1w/T_2^*w$) to enhance intracortical anatomical contrast while reducing low spatial frequency biases due to receive and transmit profiles (Fig. 1, second row). Finally, the ratio of PDw and $T_2^*$ images, while reducing the white/grey matter contrast, enhanced contrast between veins and the brain (Fig. 1, second row). Anatomical images were further corrected for residual inhomogeneities (IHH) (see Supplementary Material for details). All ratio images are then resampled to Talairach space to allow the use of standard segmentation algorithms (e.g., as implemented in BrainVoyager QX) and intersubject alignment using the information of the cortical folding pattern (Goebel et al. 2006). The
The analysis pipeline for anatomical images. Individual subject data resampled at 0.3 mm isotropic (top row) are combined to obtain 3 different ratio images resampled at 0.5 mm isotropic and corrected for residual inhomogeneities to obtain unbiased anatomical images (second row). The $T_1$w/PD ratio images are segmented to obtain the white/gray matter border and gray matter mask for each individual subject. The $T_2^*$w/PDw images are used to obtain individual subject venograms. The gray matter mask, the venograms, and the $T_1$w/$T_2^*$w images are used to obtain individual subject intracortical maps related to myelin content (middle row). Advanced segmentation and cortical thickness measures are used to define cortical depth-dependent surfaces. After sampling the anatomical contrast at the different relative cortical depths, this information is submitted to a clustering algorithm in order to obtain a parcellation (bottom row).

The border between gray and white matter was obtained by segmenting the $T_1$w/PDw images (Fig. 1, third row). The segmented anatomical data were inspected and manually edited in order to produce accurate results. After the segmentation of the cortical ribbon and the computation of cortical thickness (Jones et al. 2000), we defined 9 equidistant surfaces within the cortical ribbon representing the evolution of the
white/gray matter boundary at distinct relative cortical depths (Polimeni et al. 2010; Khan et al. 2011; Fig. 1, bottom row; see Supplementary Material for details). The definition of surfaces at different relative cortical depths represents an approximation to the real location of the cortical laminae (Waehnert et al. 2014). Defining 9 (or more) equidistant surfaces was previously demonstrated to be valuable for visualizing the variation of intracortical anatomical (and functional) contrast (see, e.g., Polimeni et al. 2010; Dick et al. 2012). The anatomical contrast in the cortical ribbon was obtained from the $T_{1w}/T_{2*w}$ data after removal of large superficial and cortical veins (i.e., by thresholding the individual venograms obtained from PDw/$T_{2*w}$, voxels exceeding the defined threshold were removed from the volumetric maps of intra $T_{1w}/T_{2*w}$ contrast) by linearly rescaling the contrast values in the [1–10] range. Resulting cortical maps were projected on the individual cortical surfaces averaging the contribution throughout the cortical ribbon or on all 9 depth-dependent meshes. The depth-dependent $T_{1w}/T_{2*w}$ contrast was submitted to a clustering ($k$-means; $N = 7$ clusters; repeated $n = 100$ times with random initialization for each subject) procedure resulting in a parcellation (i.e., a spatial map and a cluster centroid representing the average of all vertices belonging to that cluster) in each individual subject (Fig. 1). This analysis was limited to vertices in a manually (by F.D.M.) defined region of interest encompassing the superior temporal gyrus (STG), the planum polare (PP), the HG, and the planum temporale (PT). The choice of 7 clusters was motivated by the report of previous myeloarchitectonic parcellations of the temporal lobe (Nieuwenhuys 2013). The single-subject cluster maps were thresholded to voxels that were consistently assigned to the same cluster in at least 75% of the repeated analysis. Group cluster maps were obtained based on the spatial consistency of the clusters across subjects and displayed by counting the number of subjects for which a specific vertex was assigned to a specific cluster. As a result, the variability in cortical depth-dependent profiles across subjects represents an unbiased estimation of the profile variability in our group. Because of our procedure for “vessel removal” based on PDw/$T_{2*w}$ images, sampling of the vertices may have resulted in zero values at some cortical depth. Prior to the clustering procedure, we selected only those vertices (within the region of interest) that had non-zero values at all relative cortical depths (this procedure resulted in removing $\leq 5%$ of all vertices in the temporal lobe for each subject).

Anatomical images collected in session 2 were used to coregister functional data across the 2 experiments.

**Functional Data Acquisition**

In 2 separate sessions, subjects listened to sounds while $T_{1w}$-weighted functional data (1.5 mm isotropic) were acquired using a clustered echo-planar imaging technique (i.e., sounds presented in silent gaps within TRs; Edmister et al. 1999; Talavage and Hall 2012). In session 1 (“tones”), tones (0.45; 0.5; 0.55; 1.35; 1.5; 1.65; 2.25; 2.5; 2.75 kHz), 800 ms long amplitude-modulated (8 Hz; modulation depth of 1 in relation to the sound loudness), were presented grouped in blocks around 3 center frequencies (0.5; 0.15; 2.5 kHz). Each block consisted of 6 sounds, lasted 18 s and was separated by 12 s of no stimulation from the following block. Each condition was presented twice per run, and we acquired 6 runs per subject (44 slices [ascending interleaved order, no gap between slices]; matrix size = 128 $\times$ 128; FOV = 192 $\times$ 192; GRAPPA = 3 (Griswold et al. 2002); partial Fourier 6/8 (Feinberg et al. 1986); anterior to posterior phase encoding direction; pixel bandwidth = 2441 Hz/pixel; TR = 3000 ms; time of acquisition [$TA$] = 1500 ms; TE = 17 ms).

In session 2, functional responses to natural sounds ($n = 144$; e.g., speech sounds, animal cries, and tools) were acquired (31 slices [ascending interleaved order, no gap between slices]; matrix size = 128 $\times$ 128; FOV = 192 $\times$ 192; GRAPPA = 3 (Griswold et al. 2002); partial Fourier 6/8 (Feinberg et al. 1986); anterior to posterior phase encoding direction; pixel bandwidth = 2500 Hz/pixel; TR = 2600 ms; TA = 1200 ms; TE = 17 ms). The stimuli were presented in a fast event-related design. Each stimulus was presented 3 times across 6 different runs, and the interstimulus interval (ISI) was jittered between 5200 and 10 400 ms. Zero trials (where no sound was presented, $6%$ of total trials) and target trials (repeating the sound of the previous trial, $5%$ of total trials) were added. Subjects were asked to press a button when a sound was repeated; these target trials were excluded from the analysis of the data. For both sessions, sound onset and offset were ramped with a 10-ms linear slope and sound energy root mean square was equalized. Sounds were presented in silent gaps in between the acquisition of each brain volume. All sounds were subjectively equalized for loudness by playing them to the subject inside the scanner—before starting the measurement—with headphones and earplugs in place.

The functional data of session 2 have been used in a previous publication that focused on the functional properties of mid-brain auditory areas (De Martino et al. 2013). All functional acquisitions covered the brain transversally from the inferior portion of the anterior temporal pole to the superior portion of the STG bilaterally. Both functional sessions consisted of 6 runs of approximately 10 min each.

**Functional Data Analysis**

Functional data were analyzed with custom built Matlab code and BrainVoyager QX. Following standard preprocessing and co-registration to anatomical data and spatial normalization, we derived tonotopic (best-frequency) maps from the functional responses in session 1 by color coding—at each voxel—the frequency evoking the strongest response (see Supplementary Material for details).

Based on the responses to natural sounds in session 2, maps of tonotopy and tuning width were obtained using an "encoding" technique that allows estimating the voxels' response to simple features (e.g., frequency) from the fMRI patterns elicited by complex sounds (Moerel et al. 2012; De Martino et al. 2013).

Myelin-related cortical maps were projected on the individual cortical surfaces in order to compare them with individual tonotopic and tuning width maps (see Supplementary Material for details).

**Results**

**In Vivo Intracortical Anatomical Mapping at $T_{1w}/T_{2*w}$**

Whole-brain $T_{1w}/T_{2*w}$ cortical maps, averaged through the cortical depth, followed previous reports of myelin-related cortical maps (see Fig. 2 for single-subject and group results; Glasser and Van Essen 2011). That is, the strongest signal was observed in primary sensory (visual and auditory), motor regions and in the precuneus (see Supplementary Fig. 1 for individual cut outs of visual motor and auditory cortex of the $T_{1w}/PDw$ and $T_{1w}/T_{2*w}$, respectively).

**Analyzing the Intracortical Anatomical Contrast in the Temporal Lobe**

In the temporal lobe, we observed a region of higher $T_{1w}/T_{2*w}$ contrast in the vicinity of HG (see Supplementary Material for a description of the procedure used to create individual regions based on the average $T_{1w}/T_{2*w}$ contrast). In each subject, the medial half of the HG was included (see Figs 3 and 4 for results of all single subjects). Most subjects displayed either a partial (see S2 in Fig. 3) or complete duplication of HG (right hemisphere in S6, Fig. 4), and in these subjects the densely myelin-related region extended to the regions in sulcus intermediate (SI; in case of an incomplete duplication), or onto Heschl's sulcus (HS) and the medial extent of the second HG (in case of a complete duplication). In one subject, also parts of PT were included in the region with the highest anatomical contrast related to myelin (right hemisphere of S1 in Fig. 5). Group maps replicated the pattern observed in single subjects, and previous reports on cortical myelination in auditory cortex at the group and single-subject level (Dick et al. 2012), with the strongest $T_{1w}/T_{2*w}$ contrast in the medial portion of HG (Fig. 2).
After the parcellation procedure, we observed in all subjects a cluster coinciding with the region exhibiting the highest $T_1/w/T_2^*/w$ contrast averaged throughout the cortical depth (red lines in Figs 3 and 4). This cluster was characterized by the highest $T_1/w/T_2^*/w$ throughout the cortical depth consistently across all subjects (red cluster in Fig. 5; group cortical depth-dependent profiles). Its mean (across subjects) cortical thickness was 2.3 mm (0.1 mm standard deviation) in the left hemisphere and 2.2 mm (0.1 mm standard deviation) in the right hemisphere, in agreement with previous reports (Meyer et al. 2014). Three additional clusters were present in all subjects and hemispheres. One cluster occupied locations immediately bordering the first cluster, on medial HG/HS, lateral HG/HS, and anterior PT (green cluster in Fig. 5). This cluster showed a high $T_1/w/T_2^*/w$ signal close to the white matter, yet very weak $T_1/w/T_2^*/w$ signal at the cerebrospinal fluid boundary. A second cluster (shown in dark blue in Fig. 5) occupied medial HG/HS regions bilaterally. Additionally, the cluster included regions on PT and posterior STG in the left hemisphere. The $T_1/w/T_2^*/w$ signal of this third cluster was weaker than that of the first 2 clusters. The last cluster (shown in light blue in Fig. 5) showed the lowest $T_1/w/T_2^*/w$ signal throughout the cortical depth and occupied anterior locations. Specifically, regions on first transverse sulcus (FTS) adjacent to the insular cortex more medially on the right hemisphere compared with the left hemisphere, and anterior/middle STG in the left hemisphere, were included in this cluster. All cluster maps in Figure 5 are thresholded in order to show those regions that were consistently assigned to the same cluster in at least 4 of the 6 subjects (see Supplementary Fig. 2 for visualization of the consistency across subjects). We compared these clusters to previous postmortem reports of depth-dependent myelin content (Nieuwenhuys 2013). To do so, the depth-dependent myelin drawings of the regions in the temporal lobe (Nieuwenhuys 2013) were digitally acquired and the gray-scale values (0–255) were resampled in order to display myelin content at relative cortical depths (10–90% of cortical depth; see the bottom panel of Fig. 5).

The clustering results were also compared with an anatomic-parcellation of the medial and lateral portion of the anterior HG (Supplementary Fig. 3). In agreement with the clustering approach, the depth-dependent profile of $T_1/w/T_2^*/w$ contrast was highest in the medial portion of HG. The anatomical parcellation showed increased variability across subjects especially for the lateral region in HG, indicating that the anatomical definition is not homogeneous (across subjects) in terms of the depth-dependent $T_1/w/T_2^*/w$ contrast.

**Cortical Topographic Maps**

We recorded functional responses while subjects listened to tones and natural sounds. In both cases, we observed consistent activation in the auditory cortex, including the Heschl’s region (auditory core) (Formisano et al. 2003), and surrounding regions on PT and the STG (posterior and anterior). In both sessions and in each single hemisphere, the spatial distribution of best-frequency responses showed a large low-frequency region in the vicinity of HG. This low-frequency region was bordered anteriorly (on the FTS and on PP) and posteriorly (on HS and anterior PT) by regions preferring higher frequencies (see Figs 3 and 4 for all single-subject results). On the medial extremity of HG, often an additional region preferring low frequencies could be discriminated (see, e.g., left hemisphere of S2 in Fig. 3). Beyond the Heschl’s regions, additional regions preferring low and high frequencies were present.

The estimation of spectral response profiles in session 2 allowed, in addition, the estimation of the voxels’ tuning width. Tuning width reflects the frequency selectivity of a voxel, showing the range of frequencies around its main tonotopic peak to which a voxel displays sensitivity (Moerel et al. 2012). We observed a region of narrow tuning (see Fig. 4 for all single-subject results) along HG in each hemisphere, surrounded by regions of broader tuning. On PT, STG, and the superior temporal sulcus, additional regions of both broad and narrow tuning could be discriminated.

**Relating Myelin-Based Contrast and Functional Properties in Individual Subjects**

In order to compare anatomical and functional measures in the auditory cortex, we superimposed individual myelin-related maps and maps of tonotopy and tuning width. The selection of...
the region with the highest $T_1^w/T_2^w$ contrast (both in terms of its average content and its cortical depth profile) consistently highlighted a single tonotopic gradient for each single subject and hemisphere (Figs 3 and 4). In the individual subjects (hemispheres), the orientation of the high-to-low-frequency gradient in the selected region with the highest anatomical contrast related to myelin was variable. This observed variability may be due to macro-anatomical differences across subjects and their relation to functional variability (Da Costa et al. 2011). For a subset of subjects and hemispheres, also part of the additional low-frequency region at the most medial extremity of HG was included in the region of highest myelin-related contrast to myelin (see, e.g., the right hemisphere of S2 in Fig. 3, and the left hemisphere of S5 in Fig. 4).

Finally, we investigated the tuning width properties of cortical regions with high anatomical myelin-related contrast. To this end, we analyzed the tuning width distribution of the cluster exhibiting the highest $T_1^w/T_2^w$ contrast and compared it with the distribution obtained over the whole auditory cortex. Figure 6 shows the histograms obtained for each hemisphere and subject (black lines, all auditory cortex; gray lines, selected regions based on $T_1^w/T_2^w$ contrast), displaying a relatively narrower tuning width in high $T_1^w/T_2^w$ contrast regions.

**Discussion**

We investigated intracortical $T_1^w/T_2^w$ contrast of the human auditory cortex and its relationship to functional properties. Compared with previous in vivo investigations of combined anatomical–functional characteristics of the auditory core (Dick et al. 2012), here we take advantage of the higher

---

**Figure 3.** Single-subject (S1, S2, and S3) intracortical (myelin related) and tonotopic maps as obtained in experiment 1 ("tones"). Anatomical contrast and tonotopic maps are projected on the individual reconstructed surfaces of both hemispheres. Macroanatomical features (HG) and the highly myelinated region in the auditory cortex are outlined on all maps (solid black and dotted white line, respectively). The cluster resulting in the highest myelin-related content throughout the cortical depth is outlined in red.
Figure 4. Single-subject (S4, S5, and S6) intracortical (a) (myelin-related), tonotopic (c and e), and tuning width (e) maps as obtained in session 1 ("tones"; c) and session 2 ("natural sounds"; d and e). Anatomical contrast and functional maps are projected on the individual reconstructed surfaces of both hemispheres. Macroanatomical features (HG) and the highly myelinated region in the auditory cortex are outlined on all maps (solid black and dotted white line, respectively). The cluster resulting in the highest myelin-related content throughout the cortical depth is outlined in red and is reported in (a).
temporal efficiency of the proposed procedure to acquire both anatomical and functional images in the same session. Furthermore, we exploit the higher resolution, specificity, and sensitivity of functional responses at high fields (Yacoub et al. 2001; Ugurbil et al. 2003) and validate the in vivo $T_1w/T_2*w$ maps with both tonotopic (Formisano et al. 2003) and tuning width maps (Moerel et al. 2012).

In combination with cortical segmentation and advanced tools developed to define multiple surfaces at relative cortical depths, the high-resolution $T_1w/T_2*w$ data allowed for a depth-dependent evaluation of myelin-related contrast within gray matter. Compared with previous in vivo studies of combined myeloarchitecture and function (Dick et al. 2012; Sereno et al. 2013), we also implemented a clustering procedure that

---

**Figure 5.** Cortex-based realigned group clusters (top) as identified by the parcellation procedure ($k$-means clustering). Individual maps are thresholded in order to show only vertices consistently assigned to the same cluster in at least 4 of the 6 subjects. Cortical depth-dependent profiles (middle) of anatomical contrast related to the centroid of each cluster (standard error computed across subjects) are reported together with the anatomical maps and color-coded accordingly. The bottom panel represents the cortical depth profiles for the regions ttr, tpar, and tpari as digitized from Nieuwenhuys (2013).
allowed us to parcellate cortical regions based on $T_1w/T_2^*w$ depth-dependent profiles.

In individual subjects, we observe a region with high contrast in the medial portion of HG that contains a complete and narrowly tuned tonotopic gradient, which we interpret as primary auditory field human A1.

Benefits of 7T for the In Vivo Characterization of Myeloarchitecture

Mapping myeloarchitecture in vivo has recently received considerable attention (Geyer et al. 2011; Glasser and Van Essen 2011; Bock et al. 2013; Cohen-Adad et al. 2012; Dick et al. 2012; Sereno et al. 2013; Cohen-Adad 2013; Glasser et al. 2013). At conventional magnetic field strength (up to 3T), in vivo myeloarchitectonic mapping in humans has been pursued with quantitative techniques (such as $T_1$ mapping) (Sigalovsky et al. 2006; Barazany and Assaf 2011; Sereno et al. 2013), standard anatomical imaging (Barbier et al. 2002; Walters et al. 2003), and optimized acquisitions of 1 or 2 images per subject (Glasser and Van Essen 2011; Bock et al. 2013). While these investigations showed the potential benefits of acquiring images whose contrast highlights intracortical differences, the need for high-resolution images for a precise definition of areas (Geyer et al. 2011) resulted in temporally inefficient protocols and/or reduced volume coverage. As a result, when combining myeloarchitectonic and functional measures, separate sessions at different field strengths have been used (Dick et al. 2012; Sereno et al. 2013). Compared with these studies, we acquire both anatomical and functional data in the same session and measure functional responses at higher resolution and functional specificity.

In 25 min, we obtained whole-brain high-resolution (0.6 mm isotropic) images at high fields with: gray/white matter contrast, vascular information, and $T_1w/T_2^*w$ contrast, leaving time for functional imaging within the same session.

Parcellating Human Auditory Cortex

To investigate the benefit of measuring anatomical contrast related to myelin in vivo, we applied our new technique to the problem of localizing auditory cortical areas in humans, an issue that could not yet be resolved from imaging macroanatomical features (Penhune et al. 1996) or tonotopic mapping alone (Humphries et al. 2010; Striem-Amit et al. 2011; Langers and van Dijk 2012; Moerel et al. 2012).

Maps of $T_1w/T_2^*w$ outlined a region including the most medial section of HG contrast was highest (see, e.g., Figs 3 and 4). This result is consistent with previous in vivo myeloarchitectural imaging results (Sigalovsky et al. 2006; Geyer et al. 2011; Cohen-Adad et al. 2012; Dick et al. 2012). Furthermore, it is in agreement with postmortem staining studies in monkeys and humans, which revealed that primary auditory regions (i.e., core) are more densely myelinated than the surround, with the core being divided in a more myelinated portion caudally and a less myelinated portion rostrally (Hackett et al. 1998; Hackett et al. 2001). However, a more recent study of auditory cortex myeloarchitecture showed the auditory core to be divided in a medial astriate section and lateral unistriate section (Hackett et al. 2001). Possibly because of insufficient resolution/sensitivity, our cortical depth-dependent analysis did not show evidence of a heavily myelinated middle cortical layer (i.e., stria) in the most medial section of HG. However,
this region of the temporal lobe exhibited the highest contrast throughout the whole cortical depth and decreasing toward the surface (Fig. 5). The highest $T_1/T_2^*$ contrast signal at all cortical depths in comparison with other regions in the temporal lobe suggests that this region may be equivalent to the most medial portion of trr (Nieuwenhuys 2013; see the lower portion of Fig. 5 for a digital representation of trr). Our combined anatomical and functional analyses showed that this region on medial HG consistently coincided with a single high-to-low tonotopic gradient in each individual subject (Figs 3 and 4). This observation was replicated in tonotopy maps computed on natural sounds, where we additionally revealed that the same region showed narrow tuning properties (Figs 4 and 6). In the monkey, a narrowly tuned primary auditory cortex contains 2 tonotopic gradients that define fields A1 and R (Hackett et al. 1998; Rauschecker and Tian 2004). Consequently, the combination of anatomical and functional data identified the cluster with the highest $T_1/T_2^*$ contrast in the medial portion of HG as the human homolog of monkey primary field A1 (haA1; Hackett et al. 2001). This result represents a difference with a previous study (Dick et al. 2012), which suggested that the densely myelinated region in the medial portion of HG (identified by correspondence to a probabilistic atlas of “cytoarchitecture”) corresponds with the entire auditory core (thus the union of A1 and R) and shows a “plateau” of the intracortical contrast in correspondence of middle cortical depths (Dick et al. 2012). Our results, however, were obtained with a different methodology, which involved non-quantitative (vs. quantitative) anatomical mapping optimized for time efficiency, a higher magnetic field strength for the acquisition of both anatomical (7T vs. 3T) and functional (7T vs. 1.5T) data, and a data-driven clustering approach based on single-subject data rather than probabilistically pre-specified anatomical regions. Further investigations will be needed to understand the nature of this difference in results across studies and with respect to postmortem investigations.

The cortical depth-dependent analysis also allowed the identification of 3 additional clusters with consistent depth-dependent profiles, but lower spatial consistency across subjects. The first encompassed medial HG/HS, lateral HG/HS, and anterior PT (green cluster in Fig. 5). When comparing its cortical depth-dependent $T_1/T_2^*$ contrast to the primary cluster (red in Fig. 5), significant differences can be noted especially in middle to superficial portion of the cortex. Because of its anatomical location, this cluster may resemble the human homolog of area R. The second cluster extends medially in HG/HS bilaterally and including regions on PT and posterior STG (blue cluster in Fig. 5) and is characterized by a $T_1/T_2^*$ contrast, which is overall lower than the primary cluster, with the biggest difference in both deep and middle gray matter. Its anatomical location and gradually decreasing $T_1/T_2^*$ contrast suggest a possible correspondence to parts of the region temporalis pars transversa (tpartr) (Nieuwenhuys 2013; see the lower portion of Fig. 5 for a digital representation of tpartr). Finally, the cluster exhibiting the overall lowest $T_1/T_2^*$ signal (especially in deep and middle gray matter) and including regions adjacent to the insular cortex bilaterally (light blue cluster in Fig. 5) may coincide with parts of the region temporalis pars insularis (tpari; Nieuwenhuys 2013; see the lower portion of Fig. 5 for a digital representation of tparsi). A previous in vivo study of auditory cortical myeloarchitecture in vivo (Dick et al. 2012) highlighted a significant difference in myelin content between core and lateral belt regions mostly in middle layers between portions of HG. For the 3 non-primary clusters reported here, significant differences in anatomical contrast with respect to the primary cluster were confined to either the deep and middle layers (blue and cyan clusters) or an increasing difference moving toward the cortical surface (green cluster). None of our clusters can be associated with specific portions of belt as previously identified in Hackett et al. (2001). The suggested correspondence to the regions, as defined by Hopf (1954) and reported in Nieuwenhuys (2013) (Fig. 5), is based on the difference in myelin content throughout the cortical depths and anatomical locations. Future histological validations and functional investigations are needed to assess the relevance of these clusters and their intersubject variability.

Limitations and Future Studies

While the method proposed here allows the time-efficient acquisition of intracortical contrast maps, a few limitation of this method must be noted. First, despite the increased time efficiency of our scans, significant subject motion during the data acquisition may affect data quality, as it is visible in some of our acquisitions (see sagittal cuts through the visual cortex of subjects 1 and 4 in Supplementary Fig. 1). In future studies, this effect may be minimized by using methods of prospective motion correction (Maclaren et al. 2013). Secondly, the proposed contrast weighted acquisition techniques necessitate more advanced postprocessing strategies to deal with residual low-frequency biases in the anatomical data compared with quantitative approaches (Sigalovsky et al. 2006; Fukunaga et al. 2010; Barazany and Assaf 2011; Geyer et al. 2011; Cohen-Adad et al. 2012; Dick et al. 2012; Sereno et al. 2013). Thirdly, the shorter acquisition time dedicated to anatomical scans may result in a lower signal-to-noise ratio. Compared with previous high field investigations with comparable spatial resolution but longer time scans (i.e., 60 min; Geyer et al. 2011), myeloarchitectonic features such as the stria of gennari in visual cortex were not unambiguously identified in all subjects in our data (Supplementary Fig. 1). Finally, our results may be affected by the magnetic field orientation-dependent contrast of the $T_2^*$-weighted images (Cohen-Adad et al. 2012).

In spite of these limitations, the whole-brain pattern of $T_1/T_2^*$ contrast reported here is similar to previously published results at both low and high fields (Geyer et al. 2011; Bock et al. 2012; Cohen-Adad et al. 2012; Sereno et al. 2013), with high contrast evident in primary sensory areas (visual, motor, and auditory; see Fig. 2 for group results). While these results suggest that the source of the $T_1/T_2^*$ contrast is similar in nature to the one targeted in previous studies, with both iron and myelin being influential to the generation of the variations shown here, further quantitative analyses will be needed to understand the differences between all acquisition schemes.

Supplementary Material

Supplementary material can be found at: http://www.cercor.oxfordjournals.org/.
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