Characterizing HIV Transmission Networks Across the United States

Jeannette L. Aldous,1 Sergei Kosakovsky Pond,1 Art Poon,6 Sonia Jain,1 Huifang Qin,1 James S. Kahn,2 Mari Kitahata,4 Benigno Rodriguez,5 Ann M. Dennis,6 Stephen L. Boswell,7 Richard Haubrich,1 and Davey M. Smith1,3

1University of California, San Diego, La Jolla, 2University of California, San Francisco, and 3Veterans Affairs Medical Center, San Diego, California, 4University of Washington, Seattle, 5Case Western Reserve University, Cleveland, Ohio, 6University of North Carolina at Chapel Hill, 7Fenway Health/Harvard Medical School, Boston, Massachusetts; and 8BC Centre for Excellence in HIV/AIDS, Vancouver, British Columbia, Canada

Background. Clinically, human immunodeficiency virus type 1 (HIV-1) pol sequences are used to evaluate for drug resistance. These data can also be used to evaluate transmission networks and help describe factors associated with transmission risk.

Methods. HIV-1 pol sequences from participants at 5 sites in the CFAR Network of Integrated Clinical Systems (CNICS) cohort from 2000–2009 were analyzed for genetic relatedness. Only the first available sequence per participant was included. Inferred transmission networks (“clusters”) were defined as ≥2 sequences with ≤1.5% genetic distance. Clusters including ≥3 patients (“networks”) were evaluated for clinical and demographic associations.

Results. Of 3697 sequences, 24% fell into inferred clusters: 155 clusters of 2 individuals (“dyads”), 54 clusters that included 3–14 individuals (“networks”), and 1 large cluster that included 336 individuals across all study sites. In multivariable analyses, factors associated with being in a cluster included not using antiretroviral (ARV) drugs at time of sampling (P < .001), sequence collected after 2004 (P < .001), CD4 cell count >350 cells/mL (P < .01), and viral load 10 000–100 000 copies/mL (P < .001) or >100 000 copies/mL (P < .001). In networks, women were more likely to cluster with other women (P < .001), and African Americans with other African Americans (P < .001).

Conclusions. Molecular epidemiology can be applied to study HIV transmission networks in geographically and demographically diverse cohorts. Clustering was associated with lack of ARV use and higher viral load, implying transmission may be interrupted by earlier diagnosis and treatment. Observed female and African American networks reinforce the importance of diagnosis and prevention efforts targeted by sex and race.

Comparative analysis of human immunodeficiency virus type 1 (HIV-1) pol sequences can be used to define transmission networks, or “clusters,” within a population [1–7]. Across geographically distant communities, identifying highly related clusters can evaluate HIV transmission networks within and between various populations. Such analyses could be particularly useful for developing strategies to interfere with HIV transmission among risk groups or among populations of interest, such as women and racial and ethnic minorities.

To date, most HIV molecular transmission studies have focused on cohorts that are limited by geography [6], HIV risk factor [2, 6, 8], recent infection [5, 7–11], or epidemiologic linkage [7, 12]. This leaves open the question of whether phylogenetic analysis could be useful to identify HIV transmission networks in larger, more diverse cohorts. Thus, we evaluated transmission networks within the CFAR Network of Integrated Clinical Systems (CNICS) HIV cohort [13]. We sought to determine (1) whether transmission networks (clusters) can
be identified in the CNICS cohort, consisting primarily of chronically infected patients; (2) whether the density of sample would be sufficient to study women and racial and ethnic minorities; and (3) which specific variables were associated with transmission networks.

METHODS

Study Population
CNICS is an observational HIV cohort at 8 US academic centers [13]. Five CNICS sites contributed to this study: University of Washington (UW), University of California, San Francisco (UCSF), Case Western Reserve University (CWRU), University of North Carolina at Chapel Hill (UNC), and Fenway Health/Harvard Medical School (FW). All participants who had an available HIV-1 pol nucleotide sequence were included. For those with multiple sequences, the first sequence was selected. Demographic and clinical data at time of sampling included age, sex, self-reported race and ethnicity, self-reported HIV risk factors, antiretroviral (ARV) use and ARV exposure history, CNICS site, year, CD4 cell count, and viral load. Resistance associated mutations in protease and reverse transcriptase were evaluated based on International AIDS Society (IAS-USA) definitions [14].

Cluster Analysis
We evaluated sequence relatedness using pairwise Tamura-Nei 93 (TN93) distances [15]. The TN93 distance corrects for substitution biases and unequal base composition in HIV [16] and is a biologically realistic model that permits rapid comparisons of $10^4$–$10^5$ aligned sequences. Bulk pol sequences often contain mixed nucleotide bases [17], representing within-host polymorphisms, and 87% of our sequences contained $\geq$1 mixed base. We resolved mixed bases using a “partially derived” approach to maximize the number of nucleotide matches (see Supplementary Methods). To define clustering, a group of sequences formed a cluster at a given threshold ($D$), if and only if each sequence in the group had TN93 distance of $D$ or less to at least 1 other sequence in the group. As an example, if for sequences A, B, and C, $(A, B) \leq 1.5\%$, $(A, C) \leq 1.5\%$, and $(B, C) > 1.5\%$, then the 3 sequences are in a cluster at $D \leq 1.5\%$.

The $D \leq 1.5\%$ genetic distance cutoff was selected based on the following: (1) the expected genetic distance for genetically unrelated sequences in the United States epidemic is $>5\%$ [18]; (2) 1.5% demarcated the 0.014 percentile of the TN93 distribution, making it very unlikely for a pair of randomly selected sequences to demonstrate $<1.5\%$ genetic distance from each other; and (3) 1.5% is the standard used by others in the field [3, 5, 19].

To ascertain that the largest cluster (cluster 3, comprising 336 individuals) was composed of related sequences, and not the result of “chaining” the links (whereby 2 individuals in a cluster are linked through several intermediaries but are themselves as distant as any 2 random sequences), we performed 2 checks. First, we computed the distribution of all pairwise distances in cluster 3 and compared it to the overall distribution from the entire data set. Second, we drew 100 random subsets of 336 sequences from the entire data set, computed all the pairwise distances between pairs of sequences in each random data set, evaluated the probability that a pairwise distance from cluster 3 was greater than a pairwise distance from a random cluster, and averaged this quantity over 100 random clusters. We also evaluated the overlap between the tails of the empirical pairwise TN93 distance distribution from cluster 3, and the corresponding distribution from the random subset.

Univariate analyses ($\chi^2$) and multivariable logistic regression models were applied to determine associations between variables and clustering. Groups analyzed included (1) all patients and (2) clustering versus nonclustering patients. For the evaluation of resistance prevalence, we also included comparisons of patients who were ARV naive versus ARV experienced and clustering ARV naive versus nonclustering ARV naive. Spearman’s rank test for correlation was used to evaluate associations between variables.

A subgroup analysis evaluated demographic characteristics of the population that fell into larger clusters of $\geq3$ sequences (termed “networks”), allowing for the identification of a predominant racial or sex characteristic of the cluster. For example, if $>50\%$ of the members were female, the cluster was defined as a “female network.” Then the proportion of females who were in female networks was compared with the proportion of females who were not in female networks using Fisher’s exact test. The same method was used to evaluate associations by race or ethnicity. To further confirm observed network associations by race and sex, we randomly permuted sex or race labels among subjects found in defined networks and evaluated the proportion of subjects expected to be in those networks if association was random. This procedure was repeated 1000 times to derive the expected proportions and $P$ values.

RESULTS

Study Population
All participants who had $\geq1$ HIV-1 pol sequence available were evaluated: 1165 from UCSF, 1115 from UW, 666 from CWRU, 512 from UNC, and 244 from FW. Of 3640 sequences collected between 2000 and 2009, 5 contained errors and were treated as missing, but an additional 62 sequences from 1999 and 3 sequences from 2010 were available and were included, resulting in 3697 total sequences for the cluster analyses (Table 1). Approximately 98% of sequences were subtype B. The study population was 16% female, 33% African
American, and 13% Hispanic (although there was a 40% non-
response rate for the Hispanic ethnicity variable). Self-report-
ed HIV risk factors included 50% men who have sex with
men (MSM), 23% heterosexual, 10% intravenous drug use
(IDU), and 10% both MSM and IDU risk factor (MSM/IDU).
At the time the sequence was generated, 41% were ARV naive
and 55% were experienced (4% unknown). Treatment experi-
tenced patients may have been on or off therapy when the se-
quence was generated. During the study period, there was an
increase in the total number of sequences over time (mean
and an increase in the proportion of ARV-naive participants

Cluster Prevalence
The overall mean distribution of pairwise TN93 distances was
5.6% (median, 5.3%; interquartile range, 4.6%–6.3%; Supple-
mentary Figure 1). Of the 3697 sequences, 885 (24%) fell into
clusters at a genetic distance of ≤1.5%, resulting in 209 clus-
ters ranging in size from 2 to 14 individuals, plus 1 outlier
cluster, which encompassed 336 individuals (Figure 1).

Variables Associated With Clustering
In univariate analysis, individuals whose sequences clustered
were more likely to be younger (P = .02), ARV naive
(P < .001), sampled after 2004 (P < .01), had higher viral loads (P < .001), and were marginally more likely to have higher CD4 cell counts (P = .09) than those who did not cluster. Cluster patients were less likely to be from FW and UNC and less likely to be receiving ARV therapy (P < .001) and to have ARV resistance–associated mutations (P < .001; Table 1).

As expected, the viral load variable was significantly correlated with CD4 cell counts (P < .001) and ARV use (P < .001). The “ARV exposed” and “on ARV” variables were also highly correlated (P < .001). Because those definitions overlapped, only “on ARV” was included in the multivariate analysis. In multivariate analysis (Table 2), later year of sampling, not currently receiving ARV therapy, higher viral load, and higher CD4 cell counts remained independently associated with clustering. Age ≤40 years and the MSM/IDU risk factor were marginally associated with clustering (P = .09 and .06). Participants from the FW and UNC sites were less likely to fall into clusters than participants from the other sites (P < .01), probably owing to fewer participants (lower sampling density) at those sites. There was no difference in proportion clustering by sex, race, or ethnicity.

### Table 2. Multivariable Analysis for Likelihood of Clustering

<table>
<thead>
<tr>
<th>Variable</th>
<th>Likelihood of Clustering, OR (95% CI)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Female</td>
<td>1.1 (.8–1.6)</td>
<td>.4</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>White</td>
<td>0.9 (.7–1.1)</td>
<td>.33</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.1 (.6–1.7)</td>
<td>.7</td>
</tr>
<tr>
<td>Non-Hispanic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤40</td>
<td>1.2 (1.4–1.4)</td>
<td>.09</td>
</tr>
<tr>
<td>&gt;40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV risk factors (vs MSM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSM</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Heterosexual</td>
<td>1.0 (.7–1.3)</td>
<td>.8</td>
</tr>
<tr>
<td>IDU</td>
<td>1.1 (.8–1.6)</td>
<td>.5</td>
</tr>
<tr>
<td>MSM/IDU</td>
<td>1.3 (1–1.7)</td>
<td>.06</td>
</tr>
<tr>
<td>CNICS site (vs UCSF)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCSF</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>UW</td>
<td>1.0 (.6–1.7)</td>
<td>.9</td>
</tr>
<tr>
<td>CWRU</td>
<td>1.2 (.8–2.3)</td>
<td>.3</td>
</tr>
<tr>
<td>UNC</td>
<td>0.6 (.4–.9)</td>
<td>.01</td>
</tr>
<tr>
<td>FW</td>
<td>0.5 (.3–.8)</td>
<td>.005</td>
</tr>
<tr>
<td>Year (vs 2000–2001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000–2001</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>2002–2003</td>
<td>1.0 (.6–1.8)</td>
<td>.9</td>
</tr>
<tr>
<td>2004–2005</td>
<td>2.0 (1.2–3.2)</td>
<td>.009</td>
</tr>
<tr>
<td>2006–2007</td>
<td>1.6 (.9–2.6)</td>
<td>.08</td>
</tr>
<tr>
<td>2008–2009</td>
<td>1.7 (1.0–2.9)</td>
<td>.04</td>
</tr>
<tr>
<td>ARV status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>On ARV</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Off ARV</td>
<td>1.9 (1.5–2.4)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Viral load, copies/mL (vs &lt;10 000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;10 000</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10–100 000</td>
<td>1.6 (1.2–2.0)</td>
<td>.0002</td>
</tr>
<tr>
<td>&gt;100 000</td>
<td>2.0 (1.5–2.6)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>CD4 cell count, cells/mL (vs &lt;50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>50–200</td>
<td>1.1 (.9–1.8)</td>
<td>.1</td>
</tr>
<tr>
<td>201–350</td>
<td>1.2 (1.0–1.8)</td>
<td>.07</td>
</tr>
<tr>
<td>&gt;350</td>
<td>1.5 (1.1–2.1)</td>
<td>.006</td>
</tr>
</tbody>
</table>

Multivariable analysis included sex, race, ethnicity, age, HIV risk factors, ARV status, CNICS site, categorical CD4 cell count and viral load, and year of sampling. Boldface P values denote statistically significant variables.

Abbreviations: ARV, antiretroviral; CNICS, CFAR Network of Integrated Clinical Systems; CI, confidence interval; CWRU, Case Western Reserve University; FW, Harvard/Fenway; HIV, human immunodeficiency virus; IDU, intravenous drug use; MSM, man who have sex with men; OR, odds ratio; UCSF, University of California, San Francisco; UNC, University of North Carolina, UW, University of Washington.
Cluster Size and Clustering Across Sites

Of the 210 clusters, 155 (74%) included 2 participants (“dyads”), 54 clusters included 3–14 individuals (“networks”; \( n = 239 \)), and 1 cluster (“cluster 3”) had 336 persons (Figure 2). The majority of clusters were confined within geographic locations: only 22 of 210 clusters (and 9 of 54 networks) crossed 2 sites, and only cluster 3 spanned all sites.

Cluster 3 contained 336 individuals and arose from 7 sequences at the \( \leq 0.5\% \) genetic distance threshold, 65 at \( \leq 1\% \), and 336 at \( \leq 1.5\% \). Mean pairwise distance within the cluster was 0.032, significantly lower than expected by chance (\( P < .01 \); Supplementary Figure 2). Comparison of the mean distance between pairs of cluster 3 sequences and those of 100 random subsets of 336 sequences found that the mean value from the random subset was greater than that of cluster 3, highlighting the close distance between cluster 3 sequences (Supplementary Figure 3). Further, an evaluation of the tails of pairwise distance distributions for cluster 3 and those estimated from the random subsets found that the overlap was small (average 6.4%), again supporting the unusual relatedness of sequences in this cluster.

Cluster 3 included sequences from all study sites, but participants were more likely to be from CWRU or UCSF and less likely to be from UW or FW (\( P < .001 \)). Cluster 3 patients were more likely to be African American (\( P = .014 \)), be >40 years old (\( P < .001 \)), have IDU as their HIV risk factors (\( P = .04 \)), be ARV experienced (\( P = .04 \)) and have higher viral load (\( P = .002 \)) (Supplementary Table 1). These associations may represent characteristics specific for this network, because they contrast with the findings from the overall cohort, in which clustering was associated with ARV-naive status and younger age.

Networks by Sex and Race

To investigate clustering by demographic group, networks were investigated in a subgroup analysis, representing 43 females, 194 males, and 2 of unknown sex and 58 blacks, 46 Hispanics, and 4 of unknown race. There were 9 majority-female networks, 16 “racial/ethnic minority” networks (14 majority African American, 2 equally mixed black/Hispanic), and 1 majority-Hispanic network. Of the 43 women, 79% identified their HIV risk factor as heterosexual contact, and 36 (84.3%) fell into majority-female networks (\( P < .001 \); Figure 3A). Similarly, African Americans were more likely to cluster with other African Americans: 77% were in majority-black networks, and 84.5% were in black and/or Hispanic networks (\( P < .001 \); Figure 3B). Based on 1000 replicates of a permutations test, the observed ratios for clustering for females and racial or ethnic minorities (83.7% for women, 84.5% for minorities) were significantly higher than the ratios expected by chance (15% and 32% respectively; \( P < .001 \)). Although only 1 cluster included >50% Hispanics (all from UW), Hispanic participants were also more likely to cluster with African Americans; as a result, 58% of Hispanics were in “minority” networks.

Resistance

Resistance prevalence was relatively high given that we defined resistance as the presence of any IAS-USA major mutation,

---

Figure 2. Map of cohort population, percentage of clustering by site, and proportion of cluster patients in “dyads” (clusters of 2 patients), “networks” (clusters of >2 patients), or in “cluster 3” (a unique cluster that spanned all sites and included 9% of cluster sequences).
but sequences that clustered were less likely to have resistance compared to sequences that did not cluster (42\% vs 58\%; \(P < .001\); Table 1 and Supplementary Table 2A). As expected, ARV-naive participants were less likely to have resistance mutations than those who were ARV-experienced (37\% vs 66\%; \(P < .001\)). Because ARV-naive participants were independently more likely to cluster than the ARV-experienced group, this may explain in part the lower prevalence of resistance among those who clustered. When we analyzed only the ARV-naive population, there was no difference in the prevalence of resistance among those who clustered and those who did not (36\% vs 38\%; \(P = .4\)), providing further evidence that viral evolution associated with the development of drug resistance was not associated with clustering (Supplementary Table 2B).

**DISCUSSION**

Traditional epidemiologic techniques for identifying and interrupting HIV transmission networks are limited by individual recall and delays between infection and diagnosis. This is underscored by a number of studies that have shown discordance between patient-reported epidemiologic and phylogenetic linkage [7, 19–21]. Although it is important to note that phylogenetic analysis is not an appropriate tool to identify direct transmissions [22], it may provide accurate information on transmission networks. This study used phylogenetic techniques to investigate transmission networks in the United States by including all available CNICS sequences without limitation by stage of HIV infection, use of ARVs, demographics, or geographic location.

Because previous studies using phylogenetic analysis have assessed HIV transmission more narrowly by focusing on early stages of infection [3, 6, 9, 11], specific risk groups [23, 24], drug resistance [5, 11, 25, 26], movement across regions [2, 27, 28], and distribution of HIV-1 subtypes [4, 27, 29], our first aim was to evaluate if inclusion of a broader population would provide sufficient sample density to identify networks. We found that the inclusion of chronically infected patients from geographically distant sites across the United States demonstrated a high degree of clustering (24\% clustered with at least 3 patients).
1 other person). The majority of these clusters were contained within each site, providing evidence that identified networks were likely true epidemiologic networks.

Our inferred transmission networks did not greatly overlap across racial and ethnic boundaries, a finding also observed in smaller studies of black men [30, 31] and a recent study of Los Angeles County Service Planning Areas [32]. Interestingly, our study also found networking by sex, with women much more likely to fall into transmission networks with other women. Although women represent 25% of the US epidemic [33], we are not aware of any other large study of female transmission networks using molecular epidemiology. In this retrospective study we cannot determine specific epidemiologic relationships between these women, but we propose 2 hypotheses: (1) because most of the women self-identified as heterosexual, this finding may point to a significant underdiagnosis of HIV infection in men who have sex with women, and (2) these clusters may represent female social networks with shared risk. If so, this supports the possibility that HIV testing focused on the social networks of HIV-positive women could be effective in finding other undiagnosed HIV-infected women [34, 35].

Clustering was associated with lack of ARV use, higher viral load, and higher CD4 cell counts; factors also observed among persons with newly acquired HIV infection. Higher CD4 cell counts are also associated with ARV therapy, however ARV-exposed patients were less, not more, likely to cluster. Thus, a more likely explanation for higher CD4 cell counts in the cluster group is that these participants were earlier in their course of infection or had ARV therapy deferred based on CD4 cell count guidelines [36, 37]. These associations are similar to findings in other reports of HIV transmission among recently infected individuals and those with higher viral loads [3, 9, 38], and are consistent with other molecular epidemiology studies that demonstrated phylogenetic clustering in both ARV-naive and experienced patients [39, 40]. Together, these data add to the growing body of evidence that early treatment may have a considerable impact on the spread of the HIV epidemic [41, 42].

Cluster 3 was a significant outlier in size from the rest of the observed clusters, encompassing 38% of all sequences that clustered and 9% of sequences overall, and was overrepresented among MSM and IDU risk factors. Such a large cluster raises questions that the cluster represents overlap of loosely related smaller clusters. However, analysis of maximal distances within cluster 3 showed that its sequences were closely related (Supplementary Figure 2) and that the chances of such a cluster occurring by chance were quite low (Supplementary Figure 3).

Although the results of the study were robust, some limitations remain. It should be stressed again that we inferred linkage based on genetic relatedness, which does not definitively determine epidemiologic linkage or imply direct transmission. However, the findings of clustering by demographic and clinical factors provide substantial evidence that the phylogenetically inferred networks are probably true epidemiologic networks. We found that ARV use and viral load were significantly associated with clustering, which fits with expectations of transmission risks. However, certain clinical variables (ARV use, viral load, CD4 cell count) are highly correlated, which may influence the power to see independent effects, so there may have been other associations that we did not have power to detect.

Including ARV-experienced participants may raise concerns about falsely interpreting clustering secondary to drug resistant mutations; however, measures of genetic distance removed the codons associated with amino acid changes owing to resistance [7, 43]. Similarly, including chronically infected individuals may raise questions about viral evolution between time of transmission and generation of the sequence [44]. However, unlike other HIV genes (eg, env) pol evolves relatively slowly (<1.5% over 5 years) [18].

Selection bias may arise from studying patients who underwent genotyping and excluding those who did not; however, whereas differences are possible (eg, patients who underwent genotyping may have had higher viral loads than those who did not undergo genotyping), it is unclear how they would specifically affect the validity of inferred transmission networks. Self-reporting of HIV risk factors and ethnicity may have also introduced some bias. For example, the cohort had a high number of nonresponses for Hispanic ethnicity, so there were probably more Hispanic patients in our networks than were identified. Finally, the female and African American networks were small, making conclusions preliminary.

To our knowledge, this is the first study to use molecular epidemiology to identify transmission networks in such a diverse population, across such a wide geographic distribution, and without limitations by stage of infection or ARV status. The relatively high degree of clustering, and the fact that clusters could be identified for demographic groups, confirms that, even in large and diverse populations, relatedness of HIV-1 pol sequences can be used within and across communities to assess variables associated with transmission networks. These observations may also be important for public health interventions, which could use assessments of transmission networks to identify risks for expanding epidemics and target effective public health responses.

Supplementary Data

Supplementary materials are available at Clinical Infectious Diseases online (http://cid.oxfordjournals.org). Supplementary materials consist of data
provided by the author that are published to benefit the reader. The posted materials are not copyrighted. The contents of all supplementary data are the sole responsibility of the authors. Questions or messages regarding errors should be addressed to the author.
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