Automated Surveillance for Healthcare-Associated Infections: Opportunities for Improvement
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Surveillance of healthcare-associated infections is a cornerstone of infection prevention programs, and reporting of infection rates is increasingly required. Traditionally, surveillance is based on manual medical records review; however, this is very labor intensive and vulnerable to misclassification. Existing electronic surveillance systems based on classification algorithms using microbiology results, antibiotic use data, and/or discharge codes have increased the efficiency and completeness of surveillance by preselecting high-risk patients for manual review. However, shifting to electronic surveillance using multivariable prediction models based on available clinical patient data will allow for even more efficient detection of infection. With ongoing developments in healthcare information technology, implementation of the latter surveillance systems will become increasingly feasible. As with current predominantly manual methods, several challenges remain, such as completeness of postdischarge surveillance and adequate adjustment for underlying patient characteristics, especially for comparison of healthcare-associated infection rates across institutions.
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Healthcare-associated infections (HAIs) pose a considerable burden on medical care worldwide. Approximately 1.7 million people develop an HAI in US hospitals each year, and 7% of patients admitted to European hospitals are affected by an HAI on any given day [1, 2]. Over the past decades, HAIs have more often been considered preventable complications of medical care, and reporting of infection rates has become increasingly important not only for healthcare providers, but also to payers and the public. The ongoing extension of pay-for-performance programs and (mandatory) public reporting has increased the potential impact of HAI rates on healthcare reimbursement and public opinion [3–5]. Given the anticipated consequences of reported HAI rates, the accuracy of surveillance results is more of a concern than ever before.

Surveillance and feedback of HAI rates has been a cornerstone of infection prevention programs since the 1980s, as participation in surveillance programs was associated with reduced HAI incidence [6–8]. Surveillance programs require reliable HAI rates, delivered in a timely manner and as efficiently as possible. Traditionally, infection control professionals manually review medical records of all patients at risk for the specified HAI or conduct prospective inpatient surveillance. However, this is highly resource intensive and can therefore only be applied to limited patient populations. Moreover, case definitions usually leave room for subjective interpretation and the completeness of case finding depends on the effort put in by surveyors [9, 10]. Finally, differences between hospitals in how surveillance is implemented may affect reported infection rates. For instance, case finding limited to a single source of information (microbiology results, antibiotic prescriptions)
may lead to underreporting [11, 12], as does more thorough application of case definitions [13].

These drawbacks of traditional HAI surveillance methods have led to initiatives to support or replace manual surveillance, either prospectively or retrospectively, by automated data collection from electronic medical records of microbiology results or antibiotic dispensing and/or administrative data [14–30]. Electronic surveillance methods aim to distinguish patients with a high likelihood of having developed an HAI to limit manual records review to high-risk patients; this improves efficiency while the number of missed HAI cases is maintained at an acceptable level. These electronic systems can be divided into 2 categories (Table 1): classification algorithms that select high-risk patients based on the presence of indicators of infection and multivariable regression models that combine indicators of infection in a weighted formula to identify high-risk patients.

In this review, we will discuss that existing electronic surveillance systems based on classification algorithms are an improvement over manual surveillance but that limitations remain with respect to the balance between completeness of case finding (sensitivity) and efficiency. More sophisticated multivariable prediction models, which to date have found only a few applications in this context, address these limitations and may generate the high-quality infection rates that are needed for (public) reporting and infection control research.

**CLASSIFICATION ALGORITHMS**

Electronic surveillance systems based on classification algorithms are analogous to a classification tree that classifies patients as low or high risk of having had an infection based on several consecutive dichotomous (yes/no) decision steps. In first instance, case finding is based on flagging patients with a certain dichotomous indicator of HAI (eg, positive microbiology culture results from the targeted infection site). In each subsequent step, classification of patients is further refined by applying a new “HAI indicator” such as the 30-day postoperative interval, presence of a specified device, or concurrent antimicrobial dispensing. Patients classified as high risk after these consecutive steps are then selected to undergo medical records review (Figure 1A) [18, 21, 25–27]. This method has been applied most often to surgical site infections (SSIs) [17–22] and catheter-associated bloodstream infections [24–28], but also to ventilator-associated pneumonia, urinary tract infections, or postpartum infections [28–30]. Most classification algorithms use 1 or 2 dichotomous indicators of infection stored in a structured format in hospital databases to flag high-risk patients; for instance, microbiology culture results, (threshold) antimicrobial exposure, or administrative data (discharge and procedure codes) [16–22, 24, 28–31]. Classification algorithms have also been used by payers (eg, insurance companies) to directly estimate HAI rates from claims data without manual confirmation and perform ranking of healthcare providers [31, 32].

As these classification algorithms aim to select, or rather exclude, patients who certainly did not have an HAI and do not require manual records review, the most important performance characteristics are sensitivity (high probability of detecting the truly affected patients) and negative predictive value, the probability that absence of a flag by the algorithm truly excludes HAI. The efficiency of the system can be assessed by the positive predictive value, the probability that the presence of a flag by the algorithm in fact represents HAI, or alternatively, by the number needed to screen or review, which is the number of records that must be manually assessed to identify 1 HAI [14]. In the setting of payer-based surveillance, important performance characteristics of classification algorithms are precision of the estimated total number of HAI at the group level and ranking accuracy [16, 31].

**Performance of Existing Classification Algorithms**

Compared to manual surveillance, electronic classification algorithms have a high efficiency, and some show improved interrater reliability and sensitivity, possibly due to increased consistency of classification of microbiology culture results and introduction of more systematic case-finding strategies, respectively [18, 21, 24, 27]. Table 2 lists performance characteristics of classifications algorithms for surveillance of HAI from recent studies and shows the gain in efficiency achieved.

However, the studies listed in Table 2 also illustrate some caveats of these classification algorithms. The fine balance between sensitivity and positive predictive value (efficiency) is exemplified by the SSI algorithms. In the algorithms with acceptable levels of sensitivity (>80%), true infections were only confirmed in 1 of 3–8 medical records flagged for review.
(number needed to screen was 2.8–7.7), although, depending on the occurrence of the targeted HAI, this may still be a substantial workload reduction. Moreover, because not all types of HAI require positive microbiology results to meet case definitions [33], basing the initial case finding only on microbiology results will lead to lower sensitivity of detection. This is illustrated by the studies by Hollenbeak et al [22] and Stamm and Bettacchi [28], which rely solely on microbiology results to identify SSIs and intensive care–related infections, respectively. The consequences of this restrictive case finding will depend on the type of HAI surveyed (bloodstream infection being the main exception) and clinical practice. Also, the use of discharge or procedure codes as a means to replace or support manual surveillance has revealed suboptimal results [34]. Although this readily available source of data may be an attractive alternative to costly manual surveillance, coding relies on an intermediate step of data interpretation where other priorities than those necessary for HAI surveillance may prevail.

In short, electronic classification algorithms have important advantages over manual HAI surveillance both in terms of
<table>
<thead>
<tr>
<th>Study</th>
<th>Targeted HAI</th>
<th>No. (% HAI)</th>
<th>Setting</th>
<th>Case Finding Based on</th>
<th>Refinement Steps</th>
<th>Sensitivity (%)</th>
<th>PPV (%)</th>
<th>NNS</th>
<th>Records to Review (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trick et al, 2004</td>
<td>CLABSI</td>
<td>135 (35.6)</td>
<td>Inpatient</td>
<td>Microbiology (blood culture)</td>
<td>Timing, other cultures, antibiotic use</td>
<td>81</td>
<td>62</td>
<td>1.3</td>
<td>47</td>
</tr>
<tr>
<td>Woeltje et al, 2008</td>
<td>CLABSI</td>
<td>771 (8.7)</td>
<td>ICU</td>
<td>Microbiology (blood culture)</td>
<td>Timing, CVC presence, other culture, fever</td>
<td>94</td>
<td>20</td>
<td>5.0</td>
<td>43</td>
</tr>
<tr>
<td>Woeltje et al, 2011</td>
<td>CLABSI</td>
<td>391 (22)</td>
<td>Inpatient (non-ICU)</td>
<td>Microbiology (blood culture)</td>
<td>Timing, CVC presence, other culture, fever</td>
<td>95</td>
<td>90</td>
<td>1.1</td>
<td>23</td>
</tr>
<tr>
<td>Pokorny et al, 2006a</td>
<td>BSI, VAP, CAUTI</td>
<td>194 (18)</td>
<td>ICU</td>
<td>2 or more of: microbiology, antibiotics or discharge code</td>
<td>Timing</td>
<td>94</td>
<td>56</td>
<td>1.8</td>
<td>30</td>
</tr>
<tr>
<td>Stamm and Bettacchi, 2012</td>
<td>CLABSI, VAP, CAUTI</td>
<td>141 HAI</td>
<td>ICU</td>
<td>Microbiology (NIM)</td>
<td>Timing, ADT</td>
<td>67</td>
<td>39</td>
<td>2.6</td>
<td>Unclear</td>
</tr>
<tr>
<td>Leth et al, 2010b</td>
<td>UTI</td>
<td>1513 (3.2)</td>
<td>Inpatient + postdischarge</td>
<td>Microbiology and/or antibiotic</td>
<td>Timing</td>
<td>77</td>
<td>93</td>
<td>1.1</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>SSI</td>
<td>1513 (7.1)</td>
<td>Inpatient + postdischarge</td>
<td>Microbiology and/or antibiotic and/or discharge code and/or reoperation</td>
<td>Timing</td>
<td>72</td>
<td>71</td>
<td>1.4</td>
<td>14</td>
</tr>
<tr>
<td>Bolon et al, 2009c</td>
<td>SSI</td>
<td>6322 (1.7)</td>
<td>Inpatient</td>
<td>Antimicrobial exposure, diagnosis codes (index + readmission)</td>
<td>Timing</td>
<td>~90</td>
<td>25–40</td>
<td>2.5–4</td>
<td>4.0–6.2</td>
</tr>
<tr>
<td>Yokoe et al, 2012c</td>
<td>SSI</td>
<td>11159 (5.8)</td>
<td>Inpatient</td>
<td>Antimicrobial exposure, diagnosis codes (index + readmission)</td>
<td>Timing</td>
<td>89</td>
<td>18</td>
<td>5.6</td>
<td>18</td>
</tr>
<tr>
<td>Song et al, 2008</td>
<td>SSI</td>
<td>1226 (5.9)</td>
<td>Inpatient + outpatient</td>
<td>Antibiotic or readmission or discharge diagnosis (index, follow-up)</td>
<td>Timing</td>
<td>82</td>
<td>13</td>
<td>7.7</td>
<td>36</td>
</tr>
<tr>
<td>Hollenbeck et al, 2012d</td>
<td>SSI</td>
<td>1066 (8.8)</td>
<td>Inpatient</td>
<td>Microbiology (NIM)</td>
<td>Timing, ADT</td>
<td>20</td>
<td>68</td>
<td>1.5</td>
<td>2.6</td>
</tr>
<tr>
<td>Gerbier et al, 2012</td>
<td>SSI</td>
<td>446 (8.5)</td>
<td>Inpatient</td>
<td>Antimicrobial exposure</td>
<td>Timing</td>
<td>68</td>
<td>34</td>
<td>2.9</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Microbiology</td>
<td>Timing</td>
<td>63</td>
<td>55</td>
<td>1.8</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Discharge code</td>
<td>Timing</td>
<td>26</td>
<td>83</td>
<td>1.2</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Combination of above</td>
<td>Timing</td>
<td>87</td>
<td>36</td>
<td>2.8</td>
<td>21</td>
</tr>
</tbody>
</table>

Abbreviations: ADT, admission, discharge, and transfer database; BSI, bloodstream infection; CAUTI, catheter-associated urinary tract infection; CLABSI, central line–associated bloodstream infection; HAI, healthcare-associated infection; ICU, intensive care unit; NIM, nosocomial infection marker; NNS, number needed to screen; PPV, positive predictive value; SSI, surgical site infection; UTI, urinary tract infection; VAP, ventilator-associated pneumonia.

Sources: [18, 20–23, 25–28, 30]. Reference standard was manual medical records review in routine surveillance unless specified otherwise.

* Reference standard based on 194 patients.

b Reference standard from surgical quality improvement program.

c Data based on extrapolation of medical records review in a random sample (both studies use very similar methodology).
efficiency and systematic application of case definitions, but suffer from vulnerability to restrictive case finding and the payoff between sensitivity and efficiency.

MULTIVARIABLE REGRESSION MODELS

An alternative approach is the use of multivariable regression (prediction) models that combine indicators of infection (or predictors) simultaneously—rather than consecutively as in classification algorithms—to discriminate between high- and low-risk patients and select patients for manual medical records review (Figure 1B) [17, 32, 35]. Given the patient’s observed data, the weighted regression formula estimates the probability of having had an infection; this can then be used to stratify patients as having a high or low risk of HAI based on a probability threshold selected by the user [16, 36].

This approach has been used to a limited extent by combining diagnosis and procedure codes extracted from claims databases with antimicrobial dispensing records [19, 32]. As can be expected, models combining the largest number of predictors performed better than more parsimonious models [17]. Furthermore, the use of clinical patient data for the surveillance of a broad group of HAIs in a simple model with 5 variables (antibiotic days, urine cultures performed, length of stay, wound cultures taken, and age) achieved reasonable performance and could reduce the surveillance workload to 33% while maintaining sensitivity above 80% [35].

In Table 3, we have used empirical data to demonstrate the advantage of multivariable regression models over the use of classification algorithms for the surveillance of drain-related meningitis, a complication of external cerebrospinal fluid drainage in neurosurgical patients that is complex and cumbersome to diagnose manually (details in [36]). The case definition does not necessitate isolation of micro-organisms from cerebrospinal fluid, accounting for the limited sensitivity of case finding based only on microbiology results (Table 3, numbers 1 and 2); as the population at risk has complex underlying disease, selection based on treatment with antibiotics leads to many false-positive predictions (Table 3, number 3). Broadening the algorithm to combine both microbiology results and antimicrobial exposure clearly improved sensitivity, but at the cost of lower efficiency (Table 3, number 5). The multivariable regression model combining all available predictors of drain-related meningitis simultaneously (Table 3, number 6) achieved near-perfect sensitivity and had the highest efficiency, with high positive predictive value and low number needed to screen. Moreover, by changing probability thresholds based on the number of missed cases deemed acceptable, users can modify the balance between sensitivity and specificity to their wishes (Table 3, number 7).

Although the input variables used by classification algorithms and regression models are similar, statistically weighted multivariable regression models have several advantages over classification algorithms:

Table 3. Empirical Example of Electronic Surveillance Based on Multivariable Regression Compared to Classification Algorithms for Drain-Related Meningitis

<table>
<thead>
<tr>
<th>Model Structure</th>
<th>No. of Data Sources</th>
<th>Sensitivity (%)</th>
<th>PPV (%)</th>
<th>NNS</th>
<th>Records to Review (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Microbiological culture</td>
<td>2 (Device use, microbiology)</td>
<td>80/104 (77)</td>
<td>80/164 (49)</td>
<td>2.0</td>
<td>164/653 (25)</td>
</tr>
<tr>
<td>2 Microbiological culture</td>
<td>3 (Device use, microbiology, pharmacy)</td>
<td>78/104 (75)</td>
<td>75/133 (56)</td>
<td>1.8</td>
<td>133/653 (20)</td>
</tr>
<tr>
<td>3 Any antimicrobial exposure</td>
<td>2 (Device use, pharmacy)</td>
<td>100/104 (96)</td>
<td>100/331 (30)</td>
<td>3.3</td>
<td>331/653 (51)</td>
</tr>
<tr>
<td>4 Antimicrobial exposure to</td>
<td>2 (Device use, pharmacy)</td>
<td>81/104 (78)</td>
<td>81/153 (53)</td>
<td>1.9</td>
<td>153/653 (23)</td>
</tr>
<tr>
<td>standard empiric regimen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 2 or 4</td>
<td>3 (Device use, microbiology, pharmacy)</td>
<td>102/104 (98)</td>
<td>102/235 (43)</td>
<td>2.3</td>
<td>235/653 (36)</td>
</tr>
<tr>
<td>6 Regression modelb</td>
<td>4 (Device use, microbiology, pharmacy, clinical chemistry)</td>
<td>102/104 (98)</td>
<td>102/170 (60)</td>
<td>1.7</td>
<td>170/653 (26)</td>
</tr>
<tr>
<td>7 Regression model (higher</td>
<td>4 (Device use, microbiology, pharmacy, clinical chemistry)</td>
<td>86/104 (83)</td>
<td>86/118 (73)</td>
<td>1.4</td>
<td>118/653 (18)</td>
</tr>
<tr>
<td>threshold)c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data taken from [36]. All models presented require manual assessment of drain usage. If data were missing (models 1–4), results were classified as negative. Abbreviations: NNS, number needed to screen; PPV, positive predictive value.

a Percentage of records to review is defined as the number of records requiring manual review to confirm infection as a fraction of the entire population at risk that would require manual review if using traditional methods.

b Model threshold = 0.15.

c Model threshold = 0.3.
• Multiple indicators are simultaneously taken into account, rather than consecutively, making case finding less restrictive and allowing for greater variation in clinical presentation of infection and thus higher detection rates (sensitivity).
• The weighted formula ensures higher positive predictive values than would be achieved if case finding were broadened in a nonweighted fashion (by combining indicators in an “and/or” manner in classification algorithms).
• Prediction models offer flexibility with respect to the desired balance between sensitivity and efficiency. Increasing the predicted probability threshold above which patients are selected for manual review will lower the sensitivity of the model but increase efficiency and vice versa [36].
• Compared to previously developed regression models based on discharge and procedure codes extracted from claims data, a system that directly uses routinely collected clinical care data does not depend on data interpretation, such as assignment of discharge codes.
• Applications of prediction models may extend beyond their use as a stratification system. In particular, the number of infections at the group level can be estimated directly by summing predicted probabilities, thereby allowing estimation of infection rates without medical records review [36].

Developing Multivariable Prediction Models
Increasing adoption of electronic medical records make multivariable prediction models feasible for the surveillance of HAI. Models can be developed using standard epidemiological methods, and the number of data elements required may only be slightly larger than alternative classification algorithms with comparable sensitivity (Table 3) [37, 38]. So-called clinical data warehouses are particularly suitable for this purpose; the drain-related meningitis model was developed on the Utrecht Patient Oriented Database, a clinical data warehouse that links administrative and clinical databases [39]. Similar efforts and their application for HAI surveillance have been described for bloodstream infections [40], and other data mining efforts are currently being put toward the closely related surveillance of other medical complications (eg, adverse drug events) [41, 42]. With improvements in natural language processing, databases may in the future be enriched with increasingly detailed clinical information [42].

As with any attempt to develop surveillance methods, multivariable (logistic) regression models require data of a (sufficiently large) population at risk for the targeted HAI in which the candidate predictors have been measured and to which manual surveillance has been systematically and thoroughly applied by well-trained assessors (as reference or gold standard). Definition and choice of candidate predictors should be driven by clinical knowledge and feasibility of data collection. Because the available data elements are often limited to those collected during routine clinical care, nonrandom missing data will be common, and selection of predictors which are only rarely determined may complicate implementation of the model. Because missing values may also occur for indicators of infection that are commonly determined, methods such as multiple imputation of missing data may be needed to ensure reliable results during model development [43, 44]. Performance of the resulting model can be assessed by the model’s discrimination between infected and noninfected patients (eg, using the area under the receiver operating characteristic curve or, after introducing a threshold, the sensitivity, specificity, and predictive values) and model calibration, which quantifies the concordance between predicted and observed probabilities of infection [37]. Applying so-called internal validation strategies will assist in generating realistic estimates of model performance when applied in future populations [38].

After model development, external validation in patient populations independent from the development sample in time and/or place is essential to assess the generalizability of the model and provide insight in how model performance is affected by different patient characteristics, diagnostic practices, and prescription patterns. Finally, ongoing monitoring of model quality and model updating is needed as changes in patient characteristics and clinical practice may deteriorate model accuracy over time [38].

REMAINING CHALLENGES
Even if adoption of automated HAI surveillance based on regression models will be attainable in the (near) future, several issues need to be addressed to achieve the high-quality HAI rates needed by clinicians, policy makers, and researchers; some are specific to electronic surveillance, based both on classification algorithms and regression model methods, but many apply to all methods of surveillance. All methods of electronic surveillance require high-quality data as well as more advanced programming skills, statistical methods, and ongoing monitoring of data quality. A further challenge for all forms of electronic surveillance is assessment of device presence, such as Foley catheters and central lines, as this determines the population at risk for device-related HAIs. Depending on the functionality of the electronic medical record, the presence of devices is not always systematically recorded in a format that can easily be queried, necessitating manual assessment or proxy measures based on administrative data or, more promising, multivariable models [45–47]. Taking into account such functionality requirements during development and implementation of healthcare information systems would prevent this problem altogether.

Although methods for handling missing data in regression model development have been described extensively [43, 48], only limited work has been done how to apply developed
regression models to new patients for whom not all predictors are available [49]. As the clinical situation will determine the likelihood of diagnostic testing, there will be missing values for some patients, in particular for laboratory and microbiological analysis. The best method for incorporating these (nonrandom) missing values in the context of HAI surveillance remains to be determined. Importantly, manual surveillance also relies on the performance of diagnostic testing and missing values also affect classification algorithms, as missing values for HAI indicators are usually classified as negative.

A challenge for all forms of surveillance, both manual and electronic, is achieving adequate postdischarge surveillance. Some HAIs may occur after patient discharge, and even if patients do return to the initial hospital, such infections are prone to be missed unless attention to readmissions is explicitly incorporated into surveillance systems. The relevance of incomplete postdischarge surveillance on overall infection rates will depend on the type of HAI targeted (eg, length of follow-up) and on the likelihood that patients will return to the same healthcare provider. Although surveillance using claims data can more easily be extended over multiple care providers, discharge codes and other indirect measures are in turn more likely to suffer from misclassification [19]. In time, however, automated methods may achieve higher sensitivity of detecting these infections through linkage across (re)admissions and facilities.

Most electronic systems developed so far, both classification algorithms and regression models, have focused on retrospective surveillance, that is, detection of infection when it has already occurred and treatment has been initiated. Specifically, initiation of antimicrobial therapy and bacterial growth several days after collection of patient samples often trigger the detection system. An appealing alternative would be real-time surveillance to detect onset of infection and ensure timely recognition. Development of such models, however, is even more challenging not only methodologically but also by limitation in the predictors available; by definition, culture results are not yet available and the “time of prediction” is aimed to precede start of antimicrobial treatment.

Because of the limitations of manual surveillance, both in terms of efficiency and reliability, research comparing alternative methods of surveillance is complicated by difficulties in obtaining a valid reference standard. Furthermore, partial and differential verification of the true infection status may bias results; therefore, reported performance characteristics must be interpreted with care [50]. Moreover, all methods of surveillance described here rely—at least partly—on manual surveillance to confirm the presence of an infection. Minimizing subjective interpretation in case ascertainment is, therefore, needed to further improve HAI surveillance. For instance, more objective and quantifiable parameters have been defined for the detection of ventilator-associated conditions; this has been proposed as an alternative for surveillance of ventilator-associated pneumonia, an infection that is notoriously difficult to diagnose [51]. With ongoing improvements in electronic algorithms and a shift toward measuring more objective outcomes, electronic surveillance may become the mainstay for some HAIs, at least for the purpose of quality assessment.

Finally, if the HAI rates are to be used for benchmarking or comparisons across multiple institutions, accurate adjustment for underlying risk (case mix) is of vital importance. Development of more refined methods of case-mix adjustment is ongoing, and these efforts may benefit from the same improvements in healthcare information technology as the surveillance methods themselves [52].

CONCLUSIONS

The use of electronic classification algorithms for surveillance of healthcare-associated infections has increased reliability compared to the traditional surveillance through manual medical records review. However, the use of more sophisticated multivariable prediction or regression models is likely to further improve in sensitivity and efficiency of surveillance programs. Some important challenges such as postdischarge surveillance, quantification of device utilization, and case-mix adjustment are partly common to all methods of surveillance and need to be addressed in the future. With ongoing improvements in healthcare information technology, implementation of regression models will become feasible for widespread use and improve the quality and capacity of surveillance.
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