Supplementary Data

Transfer Performance Testing Details
[bookmark: _GoBack]Transfers were run 5 times for each configuration; the average performance of each transfer was then further averaged across all 5 runs to account for variability in performance between transfers.  For GeneTorrent tests, the GeneTorrent GTO file was pre-distributed to the test download servers to minimize initial delays in the transfer.  In addition, in the GeneTorrent tests, the 5.5 MB BAM index (.bai) file was included in the download as that is the default for CGHub downloads, it was not included in the GridFTP or sFTP tests.  Rates were reported in Megabits per second (multiples of 1000).
Hardware and Software
The sFTP, GridFTP, and GT tests were run at different time periods, but on the same CGHub staging hardware except for the GT 12-server configuration which was run on the CGHub production hardware (with the same sever specs as the staging environment).  The client hardware was the same in all tests.  The GridFTP single TCP connection test was re-run several weeks after the other GridFTP tests due to an early-termination issue during the initial testing with its configuration.  The other (>1 concurrent TCP) GridFTP tests did not exhibit the problem.  
Transfers were run on Linux CentOS 6, with 12 AMD Opteron 4184 CPU cores per server, and 8 Intel Xeon E5-4620 CPU cores on the client machine with the AES-NI instruction set and hyper threading enabled on the client only.  
The average wide area network round trip time between the test client and CGHub’s servers is ~13ms.  The test client was run with 9000 byte frames without packet fragmenting anywhere along the route to CGHub (“jumbo frame clean”).  Firewalls were present on both the client and the server during the tests.
Globus Toolkit version 5.2 was used on the client and server for GridFTP.

Specific Globus/GridFTP component versions:
globus-url-copy: 8.6 (1342633606-83)
globus_gridftp_server: 6.35 (1375286616-83)
globus_openssl: 3.2 (1329144334-83)

GeneTorrent versions:
gtserver release 3.8.6 (SCM REV: git ref: 234db65c61)
gtdownload release 3.8.4 (SCM REV: git ref: 386415aa4d)

The sFTP client was part of OpenSSH_5.3p1 and used SFTP protocol version 3.

The following OpenSSL versions were used with both GeneTorrent and GridFTP:
Client: OpenSSL 1.0.1e-fips 11 Feb 2013
Server: OpenSSL 1.0.0-fips 29 Mar 2010

GridFTP Command Line:

globus-url-copy -vb -g2 -dcpriv –p #

where # was adjusted depending on the number of concurrent TCP connections desired in the test.  

We experimented with other performance-related options such as -tcp-bs and -bs for setting a custom buffer size to greater than our bandwidth delay product of ~16 MiBs in our test setup.  In addition the options -fast and -notpt were also explored.  In the end the defaults for all of these appeared to be reasonable with some options or combination of options only adding at most 3-4 Mb/s.  Further, in the case of running 4 concurrent TCP connections, the performance was drastically lowered by changing one or more of these options from the default.

Disk IO Effect on Transfer Performance Testing
For both sFTP and GT, tests were run writing to the client disk and later repeated with “null-storage” mode enabled to remove the potential performance effect of the client’s disk IO on the tests.  For GT and sFTP we did not see a consistent negative performance effect when writing to disk, and in many of the test cases writing to disk was somewhat faster, demonstrating the client’s IO subsystem was not a bottleneck.  In contrast GridFTP was run writing to “null-storage” due to better performance.

Firewall Technical Details
CGHub uses pfSense 2.1 firewalls, and they are run in a custom mode.  We are not at liberty to publish exact details regarding our firewall configuration due to our security policy.  However, for client side security questions, we encourage readers to review the publicly available CGHub Security guide:
https://cghub.ucsc.edu/docs/security/index.html

GeneTorrent Installation and Use
For retrieval, installation, and use of GeneTorrent we suggest our readers access the publicly (and continuously updated) CGHub User’s Guide:
https://cghub.ucsc.edu/docs/user/index.html





Effect of Encryption on GT Transfer Performance

Figure 1 shows the effect of disabling encryption for downloads using GeneTorrent.  For all numbers of concurrent TCP connections the unencrypted version outpaces the encrypted, and by a large margin in the already discussed “sweet spot” of 4 concurrent TCP connections to 12 servers.

