Population Genomics of Intron Splicing in 38 *Saccharomyces cerevisiae* Genome Sequences

Daniel A. Skelly, James Ronald, Caitlin F. Connelly, and Joshua M. Akey

Department of Genome Sciences, University of Washington

Introns are a ubiquitous feature of eukaryotic genomes, and the dynamics of intron evolution between species has been extensively studied. However, comparatively few analyses have focused on the evolutionary forces shaping patterns of intron variation within species. To better understand the population genetic characteristics of introns, we performed an extensive population genetics analysis on key intron splice sequences obtained from 38 strains of *Saccharomyces cerevisiae*. As expected, we found that purifying selection is the dominant force governing intron splice sequence evolution in yeast, formally confirming that intron-containing alleles are a mutational liability. In addition, through extensive coalescent simulations, we obtain quantitative estimates of the strength of purifying selection ($2N_e s \approx 19$) and use diffusion approximations to provide insights into the evolutionary dynamics and sojourn times of newly arising splice sequence mutations in natural yeast populations. In contrast to previous functional studies, evolutionary analyses comparing the prevalence of introns in essential and nonessential genes suggest that introns in nonribosomal protein genes are functionally important and tend to be actively maintained in natural populations of *S. cerevisiae*. Finally, we demonstrate that heritable variation in splicing efficiency is common in intron-containing genes with splice sequence polymorphisms. More generally, our study highlights the advantages of population genomics analyses for exploring the forces that have generated extant patterns of genome variation and for illuminating basic biological processes.

Introduction

A distinguishing feature of eukaryotic genomes is the presence of intervening nucleotides that interrupt protein-coding sequences. The majority of these introns are removed by the spliceosome, an ancient molecular machine that was likely present in the most recent common ancestor of all living eukaryotes (Nixon et al. 2002; Simpson et al. 2002; Vanácová et al. 2005). The abundance of spliceosomal introns varies widely between taxa, from just a handful of introns in some protists (Morrison et al. 2007) to hundreds of thousands of introns in vertebrates and plants. Intron sizes, too, vary over several orders of magnitude between species (e.g., Russell et al. 1994; Lander et al. 2001). Despite these profound differences in intron characteristics between taxa, all introns are governed by the same evolutionary forces that regulate genetic elements in any genome (Lynch 2002).

The budding yeast *Saccharomyces cerevisiae* is an important model system for examining the evolution of eukaryotic genomes. The introns of *S. cerevisiae* are unusual among eukaryotes in several respects. Although introns are still being discovered and characterized in this well-annotated genome (Miura et al. 2006; Juneau et al. 2007; Zhang et al. 2007; Yassour et al. 2009), less than 10% of yeast genes contain introns. *Saccharomyces cerevisiae* introns are small (typically <600 bp; Spingola et al. 1999), and only a few yeast genes have been reported to undergo alternative splicing (Davis et al. 2000; Miura et al. 2006; Yassour et al. 2009). *Saccharomyces cerevisiae* introns are characterized by highly conserved 5′, 3′, and branch point sequences. The first yeast introns discovered possessed splicing sequences that fit a strict consensus motif (Langford et al. 1984; Teem et al. 1984; Woolford 1989). More recently, a limited number of introns with splice motifs that match a more relaxed consensus have been identified (Davis et al. 2000; Juneau et al. 2007; Zhang et al. 2007; Yassour et al. 2009), although the information content of short yeast intron splice sequences tends to exceed that present in the short introns of a typical multicellular eukaryote (Lim and Burge 2001). Molecular studies have revealed that all positions in the 5′, 3′, and branch point sequences of yeast introns are likely to play some role in determining splicing efficiency, with a few positions especially critical for pre-mRNA splicing (Jacquier et al. 1985; Fouser and Friesen 1986; Woolford 1989). In particular, the first and second positions of the intron, the adenosine in the penultimate position of the branch point, and the AG terminating the intron appear to be necessary to achieve any appreciable level of proper splicing (Newman et al. 1985; Fouser and Friesen 1986; Jacquier and Rosbash 1986; Vijayaraghavan et al. 1986). In addition, interdependencies between bases, even outside the conserved splice sites, can render the effects of mutations at some positions unpredictable (e.g., Castanotto and Rossi 1998).

The functional significance of introns in *S. cerevisiae* is poorly understood. The ancestor of extant fungi was likely intron-rich, with an estimated density of roughly four introns per kilobase (Stajich et al. 2007). It has been hypothesized that introns are on their way out of the yeast genome, with intron loss mediated by homologous recombination of reverse-transcribed cDNAs (Fink 1987). An implication of this model is that yeast introns are largely genomic relics unlikely to have functional significance. In support of this hypothesis, there are many examples of introns that can be deleted from the genome without obvious phenotypic consequences, at least under standard laboratory conditions (Ng et al. 1985; Ho and Abelson 1988; Parenteau et al. 2008). In contrast, although most yeast introns have no known functional importance, it is clear that some encode functional elements, such as snoRNAs (Maxwell and Fournier 1995) or promoters (Thompson-Jäger and Domdey...
Moreover, yeast introns appear to play a more general role in the regulation of gene expression and protein production (Juneau et al. 2006; Pleiss et al. 2007). Introns can be involved in splicing auto-regulation (Li et al. 1996), transcriptional and translational enhancement (Furger et al. 2002; Juneau et al. 2006), and transcriptional response to environmental stresses (Pleiss et al. 2007). Notably, perturbation of subtle layers of transcript regulation or systems for responding to environmental stimuli may not be detectable under standard laboratory conditions but might be critical to organismal fitness in more challenging wild environments.

The evolutionary forces governing intron dynamics have been subject to considerable debate (Belshaw and Bensasson 2006). Evolutionary analyses of introns have surveyed a variety of phylogenetic depths, from kingdom (Fedorov et al. 2002; Rogozin et al. 2003; Stajich et al. 2007) to subphylum (Bon et al. 2003; Sharpston et al. 2008). These comparisons have revealed that intron gains and losses are common over long evolutionary timescales. Notably, however, there have been few studies examining the evolutionary forces shaping patterns of intron variation over shorter timescales (Llopart et al. 2002; Lynch 2002; Omilian et al. 2008). Population genetic analyses of intron polymorphism are a powerful approach for exploring the evolutionary trajectory of polymorphisms within introns and the importance of introns as genomic elements.

Here, we describe the first systematic population genomics analysis of intron splicing in yeast. Specifically, we analyzed patterns of polymorphism in key intron splice sequences in 38 strains of S. cerevisiae with fully sequenced genomes (Liti et al. 2008). As expected, polymorphisms are rare in sequences important for pre-mRNA splicing in S. cerevisiae, consistent with the elimination of deleterious mutations by purifying selection. We performed extensive simulations using the ancestral selection graph (Neuhauser and Krone 1997) to derive quantitative estimates of the strength of purifying selection acting upon these critical intron splice sequences. We compare these estimates to the strength of selection acting on nonsynonymous sites and apply diffusion approximations to explore the evolutionary dynamics of splice sequence polymorphisms. The strong purifying selection we observe acting on intron splice sequences formally confirms that intron-containing alleles are a mutational liability (Lynch 2002) and renews questions about why introns exist in the yeast genome. Additional analyses suggest that extant introns in yeast are not merely genomic relics but that introns tend to be actively maintained in natural populations of S. cerevisiae.

**Materials and Methods**

**Sequence Data**

We used complete haploid genome sequences for 35 S. cerevisiae strains sequenced and assembled as part of the Saccharomyces Genome Resequencing Project (Liti et al. 2008), along with the reference S. cerevisiae genome (October 2007 sequence: http://www.yeastgenome.org/) and two previously sequenced genomes, RM11-la (http://www.broad.mit.edu/annotation/genome/saccharomyces_cerevisiae/) and YJM789 (Wei et al. 2007). We examined sequences annotated as spliceosomal introns in Saccharomyces Genome Database (SGD Project 2008), excluding introns in dubious genes and introns lacking evidence of splicing in previous experimental studies (Spingola et al. 1999; Davis et al. 2000). We also included spliceosomal introns deposited in the Yeast Intron Database (Spingola et al. 1999) and reported in the recent literature (Juneau et al. 2007; Zhang et al. 2007), for a total of 292 introns in 276 genes. The majority of the introns that we studied have experimental support (>75%), with nine introns being initially discovered using unbiased experimental techniques for identifying spliceosomal introns (Juneau et al. 2007; Zhang et al. 2007). The remaining introns were largely annotated by gene- and intron-finding programs based on the S. cerevisiae genome and characteristics of known experimentally verified introns (Spingola et al. 1999; SGD Project 2008). We did not include novel splice variants observed in recent large-scale studies of the yeast transcriptome (Miura et al. 2006; Yassour et al. 2009), as many of these observations lack additional experimental support and it is often unclear whether low-abundance sequences might reflect rare alternative splice variants or mis-splicing. After retrieval of the intron-containing gene sequences from the reference genome, we used MEGA Blast (Zhang et al. 2000) to identify homologous sequences in the remaining 37 yeast strains. We aligned the 38 sequences for each gene using MAFFT (Katoh and Toh 2008). We obtained maximum likelihood estimates of genome-wide levels of synonymous and nonsynonymous site divergence for all pairwise comparisons between strains using PAML (Yang 2007).

The strains we examined from the Saccharomyces Genome Resequencing Project include nucleotides that have been imputed by taking into account phylogenetic relationships between strains to correct likely sequencing errors and fill in missing data (Liti et al. 2008). We reanalyzed the data using only strains that had <3% imputed data and found qualitatively similar results (supplementary text, Supplementary Material online). As such, we used complete assemblies (including imputed data) for all further analyses, and we expect our conclusions to be robust to the presence of imputed nucleotides.

**Experimental Determination of Splicing Efficiency**

We estimated intron splicing efficiency across seven introns in S. cerevisiae strains BY4716 (isogenic to S288C, the yeast reference genome strain), DBVPG1373, K11, UWOPS03-461-4, UWOPS83-787-3, YJM975, YS2, and YS4. We grew the strains to mid-log phase (OD 660 0.8–1.0) in yeast extract peptone dextrose and extracted RNA by the acid phenol method (Schmitt et al. 1990). We made cDNA by random priming using the Superscript III First-Strand Synthesis kit (Invitrogen Corp). We used primers designed in Primer3 (Rozen and Skaltsky 2000) to amplify the products of genes YBL108C, YBR215W, YLR199C, YLR445W, YML025C, YNL004W, and YNL1038W. We visualized the gene products on 2% agarose gels using ethidium bromide and used the program ImageQuant (Molecular Dynamics, Inc) to quantify the amount of spliced and unspliced gene product. We
quantified splicing efficiency as the ratio of the amount of spliced product to the sum of the amounts of spliced and unspliced product. We obtained four biological replicates per strain per intron and analyzed differences in intron splicing efficiency using the nonparametric Kruskal–Wallis rank sum test in R (R Development Core Team 2008).

Sequence Analysis

_Saccharomyces cerevisiae_ introns are characterized by highly conserved 5′, 3′, and branch point sequences (Langford et al. 1984; Teem et al. 1984; Woolford 1989). We examined six, three, and seven base pairs (bp), respectively, of these sequences, which constitute the positions corresponding to the most highly conserved residues in consensus splice sequences (Woolford 1989; Lopez and Séraphin 1999). To summarize nucleotide variation between strains, we used the formula $\hat{\pi} = \sum_{i=1}^{n} h_w$, where $h_i$ is an unbiased estimate of nucleotide diversity for the $i$th segregating site (Tajima 1989), and $w_i$ is a weight for each site calculated by dividing the number of strains with nongap nucleotides at site $i$ by the total number of strains. By ignoring sequence gaps, we minimized the effect of alignment errors or incomplete sequences on our calculations. We plotted position-specific nucleotide diversities, and generated sequence logos, using the R software environment (Bembom 2007; R Development Core Team 2008).

Estimating the Magnitude of Purifying Selection

To obtain quantitative estimates of the magnitude of selection acting on intron splice sequences, we conducted simulations using the ancestral selection graph (Neuhauser and Krone 1997). We simulated strains as sampled individuals from one common population (panmictic model) or from a model that included population structure (structure model). The complete demographic history of these strains is likely to be complex, but we sought to construct a simple structured model that recapitulated levels of synonymous site divergence observed between strains to gauge the robustness of our results to demographic uncertainty. We constructed a phylogenetic tree based on synonymous site divergences and observed a topology very similar to a tree based on genetic distances in a panmictic population using the ancestral selection graph with recombination, balancing selection, and demographic mutation and one selectively favored allele (supplementary fig. 1; supplementary text, Supplementary Material online). A program implementing the ancestral selection graph with recombination, balancing selection, and demographic mutation is available upon request from the authors.

Our implementation of the ancestral selection graph applies to evolution in haploid populations or diploid populations in which selection acts additively. We simulated using a four-allele model, where each simulation included a neutral site and a linked selected site at which the scaled selection coefficient was $a = 2N_e s$ for the selectively-favored allele and $a = 0$ for the remaining three alleles. Direct comparison of selected and linked neutral sites ensures that our estimates reflect the effect of selection acting directly on intron splice sequences rather than hitchhiking or background selection. Mutation occurred at the neutral and selected loci with rate $\theta/2$ along each branch with $\theta = 2N_e \mu = 0.0095$ (estimated from the synonymous site substitution rate). We ran simulations for $2N_e s = 0.0, 0.2, 0.4, \ldots, 13.0$ and $2N_e s = 14.0, 15.0, 16.0, \ldots, 50.0$. To increase the speed of simulations for strong selection, for $2N_e s > 13$, we sampled the remaining lineages from the stationary distribution at time $40N_e$ generations in the past as suggested by Pritchard (2001). We verified the results for strong selection using a theoretical formula for the distribution of gene frequencies in a panmictic population under a two-allele model with reversible asymmetric mutation and one selectively favored allele (supplementary fig. 1; supplementary text, Supplementary Material online). A program implementing the ancestral selection graph with recombination, balancing selection, and flexible population demographic models is available upon request from the authors.

We simulated 1,000 replicates of 292 simulations for each selective coefficient. To assess the correspondence of simulations conducted for each selective class with the observed data, we calculated the reduction in nucleotide diversity at selected (intronic) sites, relative to neutral (synonymous) sites. To obtain confidence intervals (CIs) for our model selection statistic, we calculated nucleotide diversity at selected (intronic) sites, relative to neutral (synonymous) sites. To obtain confidence intervals (CIs) for our model selection statistic, we calculated nucleotide diversity at selected (intronic) sites, relative to neutral (synonymous) sites. To obtain confidence intervals (CIs) for our model selection statistic, we calculated nucleotide diversity at selected (intronic) sites, relative to neutral (synonymous) sites. To obtain confidence intervals (CIs) for our model selection statistic, we calculated nucleotide diversity at selected (intronic) sites, relative to neutral (synonymous) sites.
for each of the 1,000 replicates and obtained the interval containing 95% of the realized nucleotide diversities. The number of simulations (unlinked sites) per replicate, 292, was chosen to match the size of our intron data set, which consists of 292 introns.

Diffusion Approximations for Evolutionary Dynamics of Splice Sequence Polymorphisms

We used diffusion approximations derived by Kimura and Ohta (1969) to explore the evolutionary dynamics of intron splice sequence polymorphisms. These formulas allow for the examination of the fixation probabilities and sojourn times of alleles subject to arbitrary selective advantage or disadvantage and present at arbitrary initial frequencies in the population. We calculated the mean sojourn time of an allele subject to selective disadvantage $s$ using the formula $u(p)\bar{t}_1(p) + (1 - u(p))\bar{t}_0(p)$, where $u(p)$ is the probability of ultimate fixation of an allele present at initial frequency $p$. $\bar{t}_1(p)$ and $\bar{t}_0(p)$ are the average number of generations until fixation conditional on ultimate fixation of the allele and the average number of generations until loss conditional on ultimate loss of the allele, respectively. These formulas are (Kimura and Ohta 1969):

$$\bar{t}_1(p) = \int_p^1 \psi(\xi)u(\xi)(1 - u(\xi))d\xi + \frac{1 - u(p)}{u(p)}\int_0^p \psi(\xi)u^2(\xi)d\xi$$

$$\bar{t}_0(p) = \frac{u(p)}{1 - u(p)}\int_0^1 \psi(\xi)(1 - u(\xi))^2d\xi + \int_0^p \psi(\xi)(1 - u(\xi))u(\xi)d\xi$$

Assuming no recurrent mutation, for selection against an allele with disadvantage $s$ in a haploid population of size $N_e$, $u(p) = \frac{1 - \exp(-Np)}{1 - \exp(-Np)}$ and $\psi(x) = 2N_e\int_1^x \frac{\exp(-Np)}{1 - \exp(-Np)}dx$. Similarly, the probability that a mutant at frequency $p$ rises to at least frequency $p'$ is $u(p) = \frac{1 - \exp(-Np)}{1 - \exp(-Np')}$.

To calculate the number of new intron splice sequence mutations per day, we used the following estimates: 1) wild yeast are likely to reproduce at a rate of approximately eight generations per day (Fay and Benavides 2005), 2) the mutation rate at synonymous sites is approximately $u = 1.8 \times 10^{-10}$ (Fay and Benavides 2005), and 3) the effective population size of yeast is roughly $N_e = 26$ million (calculated using $\theta = 2N_eu = 0.0095$ estimated from synonymous sites).

Modeling Intron Presence/Absence using Genic Characteristics

We used logistic regression to model the presence/absence of introns using genic characteristics as linear predictors. Specifically, we considered 1) the classification of each gene as essential or nonessential under standard laboratory conditions (Giaever et al. 2002), 2) whether the gene encodes a ribosomal protein, 3) the codon adaptation index (Sharp and Li 1987) as an estimate of the relative expression level of each gene, 4) the genic GC content, and 5) $dS/dD$ for sequences from all 38 strains as a proxy for the rate of protein evolution, calculated using PAML (Yang 2007). We implemented the model using the glm function in R (R Development Core Team 2008). Starting with all single predictors and second-order interaction terms, we used the drop1 function (R Development Core Team 2008) to remove predictors that did not significantly improve the fit of the model. Our final model consisted of predictors 1–4 above as well as the interaction between the first and second predictors.

Results

Polymorphisms Are Rare in Key Splice Sequences

We compiled a list of 292 introns in 276 genes assembled from a variety of sources (SGD project 2008; Spingola et al. 1999; Juneau et al. 2007; Zhang et al. 2007), excluding introns in dubious genes and introns lacking evidence of splicing in previous experimental studies (Spingola et al. 1999; Davis et al. 2000). In the 38 yeast strains we examined, we were able to identify sequences corresponding to the majority (>50%) of each intron for 286 introns. For the remaining six introns, there were a total of 28 instances where a strain was missing over half the intron sequence. We do not believe these reflect true intron presence–absence polymorphisms. Rather, we attribute the missing bases to incomplete sequence coverage (24/28 instances exist in strains with <1.5 × genome sequence coverage; in all 20 instances where the complete intron is missing, a portion of the coding sequence is missing as well; see Material and Methods and supplementary text, Supplementary Material online for a discussion of the use of sequence data that varies in coverage level). However, it remains a formal possibility that these six introns represent true polymorphic deletions of a large portion of the intron (Llopard et al. 2002).

We focused on six, seven, and three bp of the 5′, branch point, and 3′ splice sequences, respectively (fig. 1). Among the 38 strains we examined, we identified 21 polymorphisms within 23 introns in 20 genes (two polymorphisms occur in splice sequences that are shared among multiple splice variants; table 1). We found no polymorphisms in the remaining 269 introns in 256 genes. It is likely that many of the polymorphisms we identified are functionally neutral. For example, 8 of the 21 polymorphisms involve the alleles [CT|A]G at the 3′ splice site. Because 125 introns in our set use a CAG 3′ splice site and 154 use a TAG 3′ splice site, it is unlikely that a switch between the two has dramatic effects on splicing. However, as we demonstrate below, a subset of these polymorphisms do affect splicing efficiency.

We estimated position-specific nucleotide diversity for the conserved intron splice sequences (fig. 1). Residues previously identified as most critical for achieving splicing—the first two and last two positions of the intron and the
adenosine in the penultimate position of the branch point (Newman et al. 1985; Fouser and Friesen 1986; Jacquier and Rosbash 1986; Vijayraghavan et al. 1986)—showed complete invariance, with no polymorphisms present in any strain for any intron. Interestingly, several positions located in the branch point sequence (2, 3, 4, 5, and 7) and the fifth position in the 5' splice site also showed either extremely low levels of polymorphism or complete invariance (fig. 1). Experimental studies of the effects of mutations at these positions have produced mixed results (Langford et al. 1984; Jacquier et al. 1985; Parker and Guthrie 1985; Fouser and Friesen 1986; Vijayraghavan et al. 1986); the low levels of variation we observed suggest that levels of functional constraint at these sites are of a similar order of magnitude to previously identified sites critical to splicing.

Natural Variation in Intron Splicing Efficiency

To better understand natural variation in intron splicing, we surveyed intron splicing efficiency across seven introns in eight strains. We examined introns that had at least one polymorphic splice sequence nucleotide and focused on eight strains chosen to ensure that we captured variation present at both alleles for all seven introns (fig. 2). We estimated splicing efficiency by quantifying the amounts of spliced and unspliced gene product on electrophoretic gels.

Table 1
Summary of Polymorphisms Identified in Yeast Intron Splice Sequences

<table>
<thead>
<tr>
<th>ORF</th>
<th>Gene name</th>
<th>Location</th>
<th>Reference sequence</th>
<th>Alternate sequence</th>
<th>Saccharomyces paradoxus sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>YBL018C</td>
<td>POP8</td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GTAC^GT^</td>
</tr>
<tr>
<td>YDR367W</td>
<td></td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GTGA^A</td>
</tr>
<tr>
<td>YGL033W</td>
<td>HOP2</td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GTAA^A</td>
</tr>
<tr>
<td>YKL186C</td>
<td>MTR2</td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GA^A</td>
</tr>
<tr>
<td>YLR445W</td>
<td></td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GTAA^G</td>
</tr>
<tr>
<td>YML025C</td>
<td>YML6</td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GTAA^G</td>
</tr>
<tr>
<td>YNL246W</td>
<td>VPS75</td>
<td>5' splice site</td>
<td>GTA^GT^</td>
<td>GTA^GT^</td>
<td>GTAA^G</td>
</tr>
<tr>
<td>YBR215W</td>
<td>HPC2</td>
<td>Branch point</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
</tr>
<tr>
<td>YCL002C</td>
<td></td>
<td>Branch point</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
</tr>
<tr>
<td>YKL150W</td>
<td>MCR1</td>
<td>Branch point</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
</tr>
<tr>
<td>YLR199C</td>
<td>PBA1</td>
<td>Branch point</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
</tr>
<tr>
<td>YLR316C</td>
<td>TAD1</td>
<td>Branch point</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
</tr>
<tr>
<td>YNL004W</td>
<td>HBB1</td>
<td>Branch point</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
<td>GTA^TA^AC</td>
</tr>
<tr>
<td>YBR084C-A</td>
<td>RPL19A</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YBR089C-A</td>
<td>NHF6B</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YKL006C-A</td>
<td>SFT1</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YKL186C</td>
<td>MTR2</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YNL033W</td>
<td>GPH15</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YNL312W</td>
<td>RFA2</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YOR182C</td>
<td>RPS30B</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
<tr>
<td>YOR234C</td>
<td>RLP33B</td>
<td>3' splice site</td>
<td>CAG</td>
<td>CAG</td>
<td>CAG</td>
</tr>
</tbody>
</table>

* Blank gene names indicate uncharacterized open reading frames (ORFs).

* Dash indicates that the S. paradoxus allele at this position could not be confidently identified.
using four biological replicates per strain. Interestingly, we observed significant variation among strains in splicing efficiency for the majority of introns (4/7 introns; Kruskal–Wallis rank sum test, $P < 0.05$; an additional two introns are marginally significant; fig. 2). In one case (YLR445W, a protein of unknown function), a 5’ splice site polymorphism from the common GTAAGT (used in 13 other introns and present at the orthologous 5’ splice site in Saccharomyces paradoxus, the closest known relative of S. cerevisiae) to the sequence GTAGGT (not found as a 5’ splice site in other introns) resulted in dramatically lower splicing efficiency in strain UWOPS83-787-3 (fig. 2, top panel). Thus, heritable variation in splicing efficiency is common, and polymorphisms in splice sequences can contribute to this variation.

In the remaining six introns, the polymorphisms we observed in splice sequences did not clearly coincide with increases or decreases in experimentally measured splicing efficiencies (fig. 2), suggesting that the genetic basis of splicing efficiency is complex. In addition to conserved splicing sequences, these results suggest that trans-acting factors and other cis-acting factors (such as additional sequence motifs or spurious splice sequences) also contribute to the efficiency of the splicing reaction (e.g., Couto et al. 1987; Kivens and Siliciano 1996; Castanotto and Rossi 1998; Spingola and Ares 2000). It is not entirely surprising that many of the splice sequence polymorphisms we examined did not track with our measured splicing efficiencies. Specifically, our test set of introns included three polymorphisms between alternate 5’ or 3’ splice site sequences that are common across the global set of introns, suggesting that they should not dramatically affect splicing. Moreover, polymorphisms present in the population may persist precisely because their functional effect on splicing is minimal. Finally, splicing efficiency in these strains was only measured under standard laboratory conditions, and some polymorphisms may have environment-specific effects on splicing.

Quantitative Estimates of the Strength of Selection Acting on Intron Splice Sequences

The significantly reduced levels of diversity within critical splicing sequences (fig. 1) suggest that most newly arisen mutations at these sites are deleterious and removed by purifying selection. To obtain quantitative estimates of the strength of purifying selection acting on intron splice sequences, we used the ancestral selection graph (Neuhauser and Krone 1997). The ancestral selection graph describes a genealogical process that extends the coalescent by properly taking into account the effect of natural selection (Neuhauser and Krone 1997). We simulated strains as sampled individuals from one common population (panmictic model) or from a model that included population structure, with two subpopulations that split at some time in the past, one of which subsequently experienced a bottleneck (structure model). Obviously, both models are simplifications of the real demographic history of these 38 strains. However, the simple model of population structure we used recapitulates major patterns of synonymous site divergence within and between subpopulations (see Materials and Methods). In addition, it is useful to examine varying models to gauge the robustness of our results to demographic uncertainty (Akey et al. 2004).

We evaluated the fit of the panmictic and structure models to the observed data using the ratio of nucleotide diversity at selected (intronic) sites to diversity at neutral (synonymous) sites. Synonymous sites are subject to weak
selective constraint in yeast (Akashi 2001), which suggests that normalization using synonymous sites will lead to slight underestimates of the magnitude of selection against splice sequence polymorphisms; nevertheless, this bias will not be present for relative comparisons between intronic and nonsynonymous sites that are both normalized using synonymous sites (see below). The value of this summary statistic was broadly similar across selection coefficients for our two demographic models, with slightly lower values for the structure model (fig. 3). We first estimated the strength of purifying selection acting on intron splice sequences as a class, then considered the strength of selection acting on each intronic site. Given that the panmictic and structure models give very similar results across the range of selective classes we examined (fig. 3), we provide estimates of the strength of selection based on the results of simulations using the panmictic model. The best fit to the observed intron splice sequence data occurred at $2N_e s \approx 19$ (fig. 3); 95% CIs based on simulations suggest that the minimum strength of purifying selection is $2N_e s > 4$. Our simulation scheme ensures that these estimates reflect selection acting directly on intron splice sequences rather than hitchhiking or background selection (see Materials and Methods).

Next we investigated the strength of selection acting on individual splice sequence nucleotides. This analysis is complicated by the lack of variation at individual sites for sites subject to very strong selection. To this end, we focused on estimating the lower limits to selection at each site. Lower limits were obtained using the CIs associated with our simulations (fig. 2), which properly account for the stochastic properties of coalescent genealogies as well as sampling variation present in the relatively small intron
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data set. We observed considerable heterogeneity in the magnitude of selection across yeast intron splice sequence nucleotides (table 2). One class of sites, as mentioned above, showed either very low levels of polymorphism or complete invariance. For these sites (first and last two positions in the intron, branch point positions 2–7, and fifth position in 5’ splice site), we estimate the scaled selection coefficient to be at least $2N_e s \approx 11$ (table 2). The lower limit to the strength of selection was approximately one order of magnitude weaker at the fourth position in the 5’ splice site and first position of the branch point (table 2). Notably, levels of variation were indistinguishable from neutrality only at the first position in the 3’ splice site.

Finally, we estimated the strength of selection on non-synonymous sites using the same demographic models described above. A minority of non-synonymous mutations may have been driven to high frequency by positive selection (which would downwardly bias our estimates), although positive selection acting on intron splice sequence mutations is also conceivable. We evaluated the fit of models with varying selection intensities using the same metric as above, the ratio of the nucleotide diversity at selected (nonsynonymous) versus putatively neutral (synonymous) sites. Our estimate of the magnitude of purifying selection acting on the average nonsynonymous site is $2N_e s = 10.6$. Although this estimate is subject to uncertainty, these results suggest that the strength of purifying selection acting on intron splice sequences as a class is nearly double that acting on an average nonsynonymous site.

### Evolutionary Dynamics of Intron Splice Sequence Polymorphisms

An advantage of obtaining quantitative estimates of the strength of selection acting on intron splice sequences (fig. 3 and table 2) is that these estimates can be used to better understand the evolutionary dynamics of existing genetic variation and newly arising mutations. We used diffusion approximations derived by Kimura and Ohta (1969) to explore the fixation probabilities and sojourn times of alleles as a function of the estimated selection coefficients across intron splice sequence positions (fig. 4). Above, we estimate the average strength of selection against splice sequence mutations as a whole to be $2N_e s \approx 19$. With purifying selection of this magnitude, it is approximately 9 million times more likely that a newly arising mutation at a neutral site will eventually rise to fixation than a newly arising mutation at a selectively constrained site. Nevertheless, the mean sojourn times of newly arising neutral and deleterious mutations are quite similar (roughly 20% longer for neutral than for deleterious mutations) because a large fraction of both classes of mutations are lost soon after arising (fig. 4, middle panel). Interestingly, newly arising strongly deleterious ($2N_e s \approx 19$) mutations that are destined for ultimate fixation arrive there nearly three times faster on average than new neutral mutations (fig. 4, left panel). This somewhat counterintuitive result arises from the fact that low and moderate frequency mutations that are strongly deleterious are overwhelmingly likely to be lost. Thus, the only new strongly deleterious mutations that rise to ultimate fixation are those exceptionally rare mutants that rapidly and continually increase stochastically in frequency faster than the mutant alleles can be purged from the population by purifying selection.

Heterogeneous selective pressures across intron splice sequence nucleotides result in significantly different predicted evolutionary trajectories for polymorphisms that arise at different positions within splice sequences. Using estimates of the mutation rate, reproductive capacity, and effective population size of yeast (see Materials and Methods), we estimate that an average of 11 new mutations arise each day at any particular intronic splice sequence position in the global yeast population, scattered among the 292 introns we study. The fate of these mutations varies widely, depending on the magnitude of selection against new mutations at the position where they occur. Even for selectively neutral mutations, the probability of ultimate fixation is only about one in 25 million for the large global yeast population. For the splice sequence positions where purifying selection is detectable but weak (table 2), substitutions occur at about 60% the rate at neutral sites, whereas for the class of sites that shows about an order of magnitude stronger selection, the substitution rate is only roughly 0.02% than that at neutral sites. The differences are less extreme when considering the probability that a newly arising mutation becomes common in the population because the fate of new mutants is determined largely by drift while they remain rare. For example, the average waiting time until a new mutation at a particular splice sequence nucleotide (within 1 of the 292 introns we study) attains 10% frequency is roughly 650 years for a neutral mutation, 690 years for a weakly deleterious mutation ($2N_e s = 1$), and 1,120 years for a strongly deleterious mutation ($2N_e s = 10$) (see fig. 4, right panel, for waiting times scaled by $N_e$). Thus, although strongly deleterious new mutants are ultimately fixed at exceedingly low rates, their behavior at relatively low frequencies does not differ greatly from neutral variants. In some cases, changes in environmental conditions or compensatory evolution could lead initially deleterious mutations managing to drift to moderate frequency to become selectively favored and rise to ultimate fixation.
Why Are Extant Yeast Introns Retained?

Although our analyses clearly demonstrate that purifying selection acts on intron splice sequences, it is less clear what specifically is deleterious about perturbing intron splicing in yeast. One possibility is that most introns are on their way out of the yeast genome (Fink 1987) and are not functionally important. Under this scenario, the sole consequence of perturbing splicing arises when mutations in critical intronic splice sequences disrupt the splicing process, leading to the accumulation of splicing intermediates or improperly spliced transcripts (e.g., Parker and Guthrie 1985; Fouser and Friesen 1986). These defective precursor molecules either result in proteins likely to have impaired function or are eliminated by nonsense-mediated mRNA decay and alternative degradation pathways (Danin-Kreiselman et al. 2003; Hilleren and Parker 2003; Sayani et al. 2008), which would effectively knock out a gene.

An alternative possibility is that yeast introns, in general, are functionally important and play a role in gene regulation. In yeast, the modulation of splicing efficiency can effect rapid response to environmental challenges (Pleiss et al. 2007) and contribute to important biological processes, such as the initiation of meiosis (Engebrecht et al. 1991). Moreover, the interactions between the spliceosome and proteins responsible for transcription, capping, polyadenylation, RNA export, and nonsense-mediated mRNA decay (Maniatis and Reed 2002) support an integral role for introns in affecting transcriptional and translational yield (Juneau et al. 2006). Under this scenario, perturbing splicing could have the same severe effects on the splicing reaction itself as described above but could also have deleterious consequences for normal gene regulation.

To examine the functional importance of yeast introns, we compared the prevalence of introns within genes classified as essential or nonessential under standard laboratory conditions (Giaever et al. 2002). The rationale of this analysis is that because mutations in critical splice sequences disrupt proper splicing and often lead to loss of gene function, introns create a sizeable target for mutation to null alleles (Lynch 2002). Our above estimates of the strong...
purifying selection acting on intron splice sequence mutations formally justify this premise by confirming that intron-containing alleles are a mutational liability, since newly arising splice sequence mutations tend to be strongly deleterious. As such, functionless introns that reside passively within genes will tend to be lost (on an evolutionary timescale) more rapidly from essential genes than from nonessential genes. Conversely, functionally important introns will tend to be preserved in all genes, perhaps even more so in essential genes in cases where the function of the intron involves regulation of the gene in which it resides. In the results described below, we analyzed ribosomal and nonribosomal intron-containing genes separately because ribosomal genes exhibit several features (such as high mean levels of expression and larger mean intron sizes) that distinguish them from nonribosomal protein genes (Ares et al. 1999; Spingola et al. 1999).

Interestingly, introns are significantly overrepresented in essential genes that code for nonribosomal proteins (fig. 5). The prevalence of introns in this class of genes suggests that introns tend to have important functions that preserve their presence within nonribosomal protein genes. Among ribosomal protein genes, there is no significant difference in the proportion of essential versus nonessential genes containing introns, within each of the duplicated and nonduplicated subclasses of ribosomal protein genes (fig. 5). These data do not support the hypothesis that introns in ribosomal protein genes are functionless genomic relics, since essential ribosomal protein genes are not significantly less likely to harbor introns. Even so, the lack of a clearer pattern may result from a combination of small sample sizes as well as the fact that many ribosomal protein genes classified as nonessential are nevertheless likely to impose severe growth defects in homozygous mutant form (Giaever et al. 2002).

One proposed mechanism for intron loss in yeast involves homologous recombination of reverse-transcribed cDNAs (Fink 1987). Although other processes may also contribute to intron loss (e.g., simple genomic deletion; Lynch and Richardson 2002), the loss of intronic sequence by RNA-mediated recombination has been experimentally demonstrated in S. cerevisiae (Derr et al. 1991). This mechanism predicts that highly expressed genes should lose their introns more rapidly than those expressed at lower levels. To assess whether the distribution of introns in essential and nonessential genes (fig. 5) might be driven by this neutral process rather than reflecting the preservation of functionally important introns, we used logistic regression to model the presence/absence of introns using genomic characteristics as linear predictors (see Materials and Methods). We found that a gene’s essentiality classification remained a significant predictor of intron presence ($P < 0.01$) even after accounting for transcript abundance (using codon bias as a surrogate measure of expression level), suggesting that our observation of an overrepresentation of introns in essential nonribosomal protein genes does reflect the functional importance of these introns.

Discussion

The molecular details of intron splicing have been studied in considerable detail. Experimental studies have been extraordinarily valuable for unraveling the molecular basis of the splicing process and for determining the molecular consequences of specific mutations in splice sequences (e.g., Jacquier et al. 1985; Fouser and Friesen 1986; Vijayraghavan et al. 1986). Nevertheless, such approaches are inherently limited by the difficulty in accurately recapitulating the conditions experienced by wild yeast populations, as well as the incomplete detection of every phenotype that affects fitness. Our analyses complement such studies by taking advantage of the characteristic signature imparted on DNA sequence variation by natural selection. Our results are consistent with previous studies that have uniformly identified the first and last two bases of the intron and the sixth branch point position as critical for proper splicing (Newman et al. 1985; Fouser and Friesen
986; Jacquier and Rosbash 1986; Vijayraghavan et al.
1986). For several other positions where the consensus is
less clear (the fifth position of the 5’ splice site as well as
branch point positions 2, 3, 4, 5, and 7; Langford
et al. 1984; Jacquier et al. 1985; Parker and Guthrie
1985; Fouser and Friesen 1986; Vijayraghavan et al. 1986), we
suggest that the level of selective constraint is comparable,
and the positions are similarly integral to the splicing process
in wild environments.

We estimate the strength of purifying selection acting
on yeast intron splice sequences as a class to be nearly
doubled that governing the evolution of an average nonnonsyn-
ymous polymorphism or a cis-acting polymorphism
influencing gene expression (Ronald and Akey 2007).
Thus, most newly arisen mutations in intron splice sequen-
ces are deleterious and are eliminated by purifying selec-
tion, although some mildly deleterious alleles may attain
appreciable frequencies. This high level of selective con-
straint partially reflects the specific sequences we exam-
ined, which constitute the most critical residues for
intron splicing. In contrast, collections of nonsynonymous
polymorphisms or cis-regulatory polymorphisms are likely
to contain many positions at which mutations are function-
ally neutral, leading to an underestimate of the strength
of selection at functionally critical sites. For example, it
has been estimated that 36% of nonsynonymous single-
nucleotide polymorphisms are deleterious in S. cerevisiae
(Doniger et al. 2008). Similarly, estimates of the strength of
selection acting on extant cis-regulatory polymorphisms
would be diluted by the presence of neutral polymorphisms
in promoters and 3’ untranslated regions (Ronald and Akey
2007). Some of the constraint we detect may also reflect the
functional importance of regulated splicing (see below).
Might the strength of purifying selection acting on yeast
intron splice sequences vary systematically between genes?
We examined a variety of genic features (gene ontology
terms, GC content, dS/dN, and codon bias) separately in ri-
bosomal protein encoding and nonribosomal protein-en-
coding genes with and without polymorphic intron splice
sequences (see supplementary text, Supplementary Mate-
rial online). We observed no detectable heterogeneity be-
 tween genes with or without polymorphic intron splice
sequences, suggesting that levels of functional constraint
for intron splicing are broadly similar within ribosomal pro-
tein-encoding genes and within nonribosomal protein-en-
coding genes.

In this paper, we present evidence suggesting that in-
trons tend to be actively maintained in S. cerevisiae. It
is important to note that there are several possible mecha-
nisms through which intronic sequences might contribute
to organismal function. First, the modulation of splicing ef-
ciciency contributes to important biological processes, such
as the initiation of meiosis (Engebrecht et al. 1991) and can
be an important mechanism for gene regulation (Pleiss et al.
2007). Selective constraint attributable to this function
would be reflected in the strong purifying selection we ob-
serve acting on key splice sequences and would contribute
to a greater retention of introns in essential genes (fig. 5).
Second, the close association between the spliceosome and
transcriptional machinery (Maniatis and Reed 2002) points
to a general role for introns in affecting transcriptional and
translational yield of the genes in which they reside (Juneau
et al. 2006). Because this intronic feature is independent of
specific splice sequence nucleotides, it is not reflected in
purifying selection on splice sequences, although it is likely
to contribute to the retention of introns in essential genes.
Finally, intronic bases not directly involved in the splicing
reaction could encode functional elements such as pro-
moters (Thompson-Jäger and Domdey 1990), snoRNAs
(Maxwell and Fournier 1995), or binding sites for regula-
try proteins. When the functional importance of such in-
tron-encoded elements is unrelated to the importance of the
gene in which the intron resides, this form of constraint is
not detectable by our analyses.

Fink’s (1987) proposal that intron loss in yeast
occurs largely through homologous recombination of
reverse-transcribed cDNAs predicts the 5’ bias in intron lo-
cation observed in the yeast genome. It might be expected
that this bias would be absent in essential genes, where we
argue that introns tend to be preserved due to their func-
tional importance (fig. 5). In fact, we observed a strong
5’ bias in location for introns in both essential and nones-
sential genes (supplementary fig. 2, Supplementary Mate-
rial online). For both ribosomal and nonribosomal protein
genes, there is no significant difference in the distribution of
intron locations between essential and nonessential genes
(Wilcoxon–Mann–Whitney test; P > 0.05). However, this
does not contradict our assertion that introns in essential
nonribosomal protein genes have been preserved due to
functional importance. First, the sample sizes for the non-
parametric test above are small, and the power to detect
a subtle difference in locational bias is likely to be low. Sec-
ond, an evolutionary process of intron gain occurring uni-
formly throughout genes and intron loss preferentially
occurring at the 3’ end of genes (as predicted by Fink’s
model) predicts a steady-state distribution of introns that
is 5’ biased. Thus, unless insertion of a new intron into
a gene is immediately adaptive, most introns that filter
through the sieve of natural selection will be positioned
near the 5’ end of the gene.

The population genomics analyses we present allowed
us to characterize the forces governing the evolutionary tra-
jectory of polymorphisms in key splice sequences in S. cer-
evisiae. Our quantitative analyses demonstrate that these
sequences are subject to strong functional constraint. We
propose that introns are not merely genomic relics on their
way out of the yeast genome; patterns of intron prevalence
in essential and nonessential genes suggest that, at least in
nonribosomal protein genes, introns appear to be actively
maintained for their functional importance. Our relatively
high estimate of the magnitude of purifying selection gov-
erning the evolution of splice sequences reflects the need
for intronic bases to be properly removed from transcripts
but is also likely to arise from the functional importance of
regulated splicing. Ultimately, disentangling the possible
contributions of yeast introns to organismal function will
require detailed studies of splicing in different environ-
ments and at different points in the cell cycle. Obtaining
a better understanding of the dynamics and functional im-
portance of introns in yeast may inform our understanding
of the prevalence of introns in more complex eukaryotic
genomes.
Supplementary Material

Supplementary text and figures 1–2 are available at Genome Biology and Evolution online (http://www.oxford-journals.org/our_journals/gbe/).
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