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The paper Wang et al. presents a DNN to extract phenotype from Wheat plants. The paper has improved from its first revision and it has nice experiments merging phenotype and genotype.
I think the paper should be accepted after a few minor edits (which I highlight below). It is of great interest the authors will release the data with the paper, which enhance the value of this research for the broad community. I appreciate the efforts of the authors to release data and annotations.

Moreover, what I found interesting is the extraction of phenotype traits in the field.

My minor comments are:

Line 39-42 "Most powerfully, the deep learning approach presented here gives a conceptual advancement in high-throughput plant phenotyping as it can potentially estimate any trait in any plant species through leveraging expert knowledge from breeders, geneticist, pathologists and physiologists."

I think this is a rather bold statement. Supposing that I want to predict root mass from the shoot images and suppose that I have annotated >10,000 images/plants, where I manually harvested them and took the root (dry) mass. Do the author believe it is possible to learn a DNN to create such a mapping? Of course it can be done, but I am rather skeptic about the robustness of the predictions.

Line 62-64: DL does not discovers and end-to-end process. DL optimises network parameters in an end-to-end training (most of the times). The way it is written, it seems to me that somehow DL optimises for the network architecture.

Line 66: I would say "the first filters are easily interpreted as LOW LEVEL image features"

Line 434: ResNet (or any dnn) is not restricted in the size of its input. It actually the opposite. The minimum image size resent accepts is ~300x300 (more or less). Ideally, one can provide any image size as input. The problem comes for the fully connected layers that will have millions of parameters with such a big images. Therefore, such a big network will saturate the memory of the gpu, not allowing the training. The way it is written sounds like it is a limitation of the architecture, but it is actually a (current) limitation of the hardware.

In general, I think the authors should tone down how impressive DL/CNNs. DL has been introduced in the Plant Phenotyping community since 2016. I think all the people involved in this community are aware of how DL is great in many context.

Ideas how to make this paper even better (these suggestions are not mandatory for this submission, but the authors are encouraged to follow them)

The authors make a claim from line 446 about visual scoring discrepancy. This is basically known in the literature as inter-observer (or inter-rater) variability. The authors might perform a nice study about that and check whether the machine predictions are within the human variability.
I still believe the scoring predictions should be performed as a regression task, rather than a classification task.
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