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Cohort studies, unlike other epidemiological studies, allow consideration of disease rates. The calculation of rates can be used for simple comparisons of disease occurrence between groups, for example, when used for standardized rate ratios, as well as for more complicated analyses of disease rates with methods such as Poisson regression.¹

In order to perform these analyses, data must be generated to describe the person-time of follow-up within the study cohort. Unfortunately, the available software for creation of person-time data is often complicated to understand and difficult to modify to suit the needs of researchers. Consequently, while analyses of disease rates are fundamental to cohort studies, the necessary creation of person-time data is often a sizeable obstacle.

The National Institute for Occupational Safety and Health’s (NIOSH) Life Table program, for example, will only generate person-time data stratified on a limited number of variables, such as age and calendar time.² To consider other time-dependent variables significant changes have to be made to the program, and the boundaries for these new variables have to be considered in terms of age-at-follow-up. Furthermore, the program requires that each time unit of observation be assigned a level of exposure greater than zero; in many cases, this may simply not conform to the data. Finally, a researcher may be interested in complicated, time-dependent classifications of exposure, such as time-windows of exposure. However, NIOSH’s Life Table program does not have the flexibility to allow these types of time-dependent exposure categorizations.

Pearce proposed a program to create person-year tables which resolved many of these problems.³ Pearce’s program creates a dataset in which each person-year of follow-up, rather than each person, is an observation. Each person-year of follow-up can be assigned characteristics such as the subject’s gender, age, and cumulative exposure. This file is summarized to describe the distribution of person-years and events.

Pearce’s program is extremely flexible; however, since an observation must be created for each unit of follow-up, the program is best suited to counting person-years rather than person-days. Consequently, the program, as Pearce proposed it, rounds the length of follow-up for each subject to the nearest whole number of person-years. Despite the utility of Pearce’s program, it generated two criticisms: first, rounding years of follow-up is less preferable than counting person-days, since it could lead to systematic misclassification of
time-related variables; second, rounding years of follow-up could lead to deaths occurring in cells in which no person-years were counted. Pearce has suggested that by carrying out any necessary rounding in the first year of observation, the latter problem may be avoided (personal correspondence).

In some circumstances, however, rounding person-years of follow-up may be a concern. A person who was followed for 5 years 182 days would contribute 5 person-years of observation, while a person followed for 5 years 183 days would contribute 6 person-years of follow-up. Overall, this rounding has little impact on the total number of person-years in a large cohort. However, using Pearce’s program, each subject gets a full person-year for their last calendar year of follow-up; consequently, rounding leads to fewer person-years of observation in early calendar years of follow-up, and among people at younger ages. This could be a concern, for example, in analyses examining modification by age at exposure. Furthermore, since partial person-years cannot be counted, it is still possible to observe a death without a person-year if the subject was followed for less than a half year.

In a recent paper Macaluzo presented an alternative method for classifying person-time. Macaluzo’s method is best suited to the classification of time-dependent variables which change at a constant rate over time (for example, age or calendar year), and the efficiency of the program is greatest if all time factors are classified in categories of the same width (for example, 5-year intervals). However, in order to create person-time tables stratified by time-dependent variables that do not change at a constant rate over time (such as employment status or cumulative exposure) Macaluzo’s program must separately count the person-time within each level of these strata. Such an approach quickly becomes complicated, and Macaluzo acknowledged that such cases require substantial programming effort.

The Epicure software package includes a program, DATAB, for the generation of person-time tables. One important limitation of the DATAB program is that time-dependent variables which do not change at a constant rate over time can only be classified in terms of the midpoint of the strata for time-dependent factors which do change at a constant rate over time. While information is often available on the exact dates of employment, or on monthly exposure levels, associated time-dependent variables can be classified only as precisely as age or calendar time is categorized. In a table in which age was considered in 5-year intervals, for example, an indicator for date of last employment would only be evaluated at the midpoint of each 5-year interval.

METHODS

This paper presents a program which counts each day from the date of first observation to the date of last observation for each person in the cohort. After the last day of observation, a person’s vital status is assessed; if the person has died a death is counted, classified by the same levels of the variables observed at the last day of observation.

Our method for making stratified person-time tables retains the strengths of Pearce’s approach, but, by taking advantage of the increasing speed of personal computers, does not suffer the previously described limitations. In contrast to Pearce’s program, which creates an observation for each person-year of follow-up, this program generates a temporary, multidimensional array in which follow-up is counted. Since this is a temporary array, a large number of cells can be considered in a quickly constructed table. Within this array, an ongoing count is kept of the number of person-days of observation, classifying follow-up by variables of interest.

A large number of stratifying variables can be considered, and the classification of time-related variables remains flexible. This program can categorize follow-up time and events by any unit of person-time. However, since the input data for occupational cohort studies are generally recorded as dates of hire, birth, and last observation, counting individual person-days of follow-up often allows the most refined classification of person-time.

MATERIALS

This program requires only a simple data file in order to generate a person-time table. A dataset which includes the date of first observation, date of last observation, and an indicator of outcome status for each person is all that is needed for the simplest person-time tables.

Given complete ascertainment of outcome status, the date of last observation is either the end of follow-up, or the date at which an outcome occurs. In occupational cohorts, the date of first observation is often considered as some period of time (for example, one month) after the date of hire, since workers who have died shortly after hire are often excluded from analyses.

Other variables, either fixed or time-dependent, can be included as needed. Since this program does not round follow-up time, the inclusion of additional time-dependent variables is simple—extra dimensions are added to the array, and the level of the time-dependent variable is calculated for each unit of observation. In order to assess age at risk, for example, the number of days from the subject’s date of birth would be calculated at each unit of observation. In cohorts which
have detailed exposure monitoring data, cumulative exposure can also be calculated as a time-dependent variable (summing routine exposure measurements). Race, gender, birth cohort, and other fixed variables simply add further dimensions to the array; since no calculations are required to classify these variables at each day of observation their inclusion adds very little running time to the program.

In Figure 1, an example of our person-time program, written for use with the SAS system, is presented. This simple program counts person-days and converts the results to person-years, to allow the calculation of crude rates. The source data includes the following: date of hire as a SAS date (HIREDATE); date of last observation as a SAS date (DLO); and, a numeric indicator of outcome status (DEAD).

In this sample program person-days and deaths are counted in a one-dimensional array. The statement ‘C(1)+1’ increments the count of person-time by one, while the statement ‘C(2)+1’ increments the count of deaths by one. Often one is interested in studying multiple outcomes, such as different causes of death, in a cohort. Multiple outcomes can be counted by this program in one pass of the data by allowing the indicator for outcome status to include more than two levels, and counting deaths due to each cause separately.

The program creates a raw dataset in which the number of person-years and events at each level of the stratifying variables are recorded; this file may be easily read into standard statistical packages. The dataset includes observations only for those cells of the person-time table in which days of follow-up were counted. For cells in which no deaths occurred, a zero is entered for the number of deaths using the statements ‘DUM2=C(2); DTHS=SUM(DUM2,0)’.

This method can easily be adapted to other programming languages. For example, Figure 2 presents a BASIC language program which performs the same
tabulation of person-time and events. Again, the source data includes the following: the date of hire, counted in days from 1/1/1960 (HIREDATE); the date of last observation, also in days from 1/1/1960 (DLO); and a numeric indicator of outcome status (DEAD).

Figure 3 presents a sample SAS program in which person-time and events, stratified by six factors (age at risk, race, gender, birth cohort, 20-year lagged cumulative dose, and calendar year), are allocated in a table with 59,400 cells. The number of levels for each time-dependent variable must be decided upon ahead of time, and these categories must be exhaustive. For example, in the sample program, age at risk is categorized into 15 levels with upper and lower bounds of <25 years...
and >90 years. Similarly, cumulative dose is grouped into nine categories with an upper bound of >3200 mSv and a lower bound of 0 mSv.

When disease rates are examined in relation to an exposure measured on a continuous scale it is often desirable to associate a specific exposure value with each cell of the person-time table. These values are useful for graphical display of the data, and for regression analyses that consider exposure as a continuous variable. Cell-specific mean doses can be calculated by summing not only person-days and deaths, but cumulative dose counted within each cell as well. The mean dose in a cell, then, is the sum of the cumulative dose divided by the number of person-days of observation.

DISCUSSION

This paper presents a simple way to generate person-time data in which time-dependent variables are accurately classified at each interval of observation. Importantly, this program does not require any specialized software; the programs we present were written for a personal computer using the SAS system, as well as an example written in BASIC. Consequently, this method is well suited to helping a wide range of researchers accomplish one of the fundamental tasks of cohort analyses–creating person-time data in order to examine disease and mortality rates.

One of the most useful aspects of this program is its flexibility in creating time-related variables. The sample program in Figure 3 shows a method of categorizing person-time using lagged cumulative exposure. More complicated exposure classifications, such as exposure time-windows, are often also of interest, and can easily be accommodated.

One limitation of this program, in contrast to Pearce’s method, is the additional running time necessary to count person-days of follow-up. Since the program counts follow-up time within an array, however, there is no need to construct a large file or sort the resulting dataset. The program in Figure 3 counts 75 000 person-years in less than 40 minutes on a personal computer with a Pentium processor.

Many of the limitations we identified with previous methods used for counting person-time are minor when considering simple crude or age-adjusted rates. However, in more complicated analyses, for example investigations of the role of time-dependent factors in exposure-response relationships, problems of rounding and misclassification of person-time are potentially important.

Given the advances in the processing speed of personal computers it is no longer necessary to sacrifice precision in classifying person-time in order to conveniently create person-time data for analysis. This program provides a simple way to create tables using whatever level of precision is available for classifying time-dependent; furthermore, it can be easily adapted to examine complicated functions for creating time-dependent variables.
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