Supplementary Material: The dynamic linear model
The dynamic linear model1 is part of a wider class of state space models2 which are growing in popularity among time series analysts because they allow any time series to be modeled directly, in contrast to Box Jenkins models which require all trends and seasonality to be removed from the data in advance.3 In addition, the dynamic linear model can be fitted to a raw univariate time series through a series of recursive formulas (the Kalman filter1) i.e. without requiring maximization of a likelihood function.

The model allows for correlation in the time series via an assumed underlying (unobservable) system from which the observations are generated.  Allowing for this underlying system where subsequent (unobserved) values are highly correlated, the consecutive observations are assumed to be conditionally independent.  An example of a fitted model is illustrated in Figure 1 below.
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Figure 1: A dynamic linear model fitted to sentinel surveillance data from Hong Kong 2000-01.  The estimated underlying system (dotted line) is based on the observed time series data (unbroken line). 
As each new observation is added, the next point in the underlying system can be estimated.  One-step-ahead forecasts can be made from the underlying system, and these are illustrated in Figure 2, where 90% forecast limits generated three false alarms prior to the start of the peak season and true alarms one, two and three weeks after the start of the peak season in week 40.
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Figure 2: A dynamic linear model fitted to sentinel surveillance data from Hong Kong 2000-01.  The one-step-ahead 90% forecast intervals (dotted lines) are based on the observed data (unbroken line).  Alarms generated when observed data exceeded the upper forecast limit are indicated by points.
Technical details
In the dynamic linear model, all information available immediately prior to time t, including the observation 
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 falls outside a (1-α) forecast interval, an alarm is raised. After the value 
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 has been observed, the model can be updated to allow a new one-step-ahead forecast to be made. The dynamic linear model assumes that the observations are conditionally independent, given an unobserved underlying system which follows a random walk. Formally, under the dynamic linear model the observations 
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 are conditionally independent of each other, given a series of unobserved system parameters 
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. The model is specified by the two equations:
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where the sequences of normally-distributed errors 
[image: image13.wmf]t

v

 and 
[image: image14.wmf]t

w

 are internally and mutually independent. The relationship (1), called the observation equation, describes how the observations are related to the underlying system. The relationship (2), called the system equation, describes how the system changes over time through a random walk. The behaviour of the time series is characterized by the set of four parameters 
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. Any trends or seasonality can be modeled through the parameters 
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In many situations, it is reasonable to suspect that the properties of the series are not changing over time, and that it would therefore be reasonable to specify 
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. It is straightforward to incorporate this simplification into the calculations which follow. The modeler may further specify that the variance 
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 is constant but unknown, and then estimate this observational variance from the data. The modeler also needs to specify a prior for 
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, and an initial guess 
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 of the observational variance, and the initial number of observations 
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As each new observation 
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 is observed, the model is updated by the following ten equations:1
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Conditional on all observations prior to time 
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, the one-step-ahead forecast distribution for the observation 
[image: image39.wmf]1

+

t

y

 is a student T distribution with 
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.1 Particular (1-α) percentiles of the one-step-ahead forecast distribution may be used to alert unusual changes in the time series.

In the particular setting of influenza sentinel surveillance, the ‘underlying system’ could represent the unobservable level of influenza circulation in the community which is generating the sentinel data. In this setting, the smoothness parameter W would represent the assumed degree of variability in the week-to-week changes in the underlying level of influenza circulation. In this setting it is reasonable to make the assumption that the series remains broadly constant over time, precisely because we want to use the forecast intervals from this method to detect departure from a constant series at the onset of the annual influenza peak season.

References:
1
West M, Harrison J. Bayesian forecasting and dynamic models. 2nd ed. New York: Springer; 1997.

2
Durbin J, Koopman SJ. Time series analysis by state space methods. New York: Oxford University Press; 2001.

3
Chatfield C. Time-series forecasting. Boca Raton: Chapman & Hall; 2001.

PAGE  
1

_1169558859.unknown

_1169560184.unknown

_1169560298.unknown

_1169560864.unknown

_1169561110.unknown

_1169561128.unknown

_1169561174.unknown

_1169969690.unknown

_1169561173.unknown

_1169561118.unknown

_1169560871.unknown

_1169561105.unknown

_1169560838.unknown

_1169560851.unknown

_1169560370.unknown

_1169560390.unknown

_1169560300.unknown

_1169560215.unknown

_1169560258.unknown

_1169560293.unknown

_1169560232.unknown

_1169560199.unknown

_1169559775.unknown

_1169560077.unknown

_1169560097.unknown

_1169560117.unknown

_1169560037.unknown

_1169559088.unknown

_1169559098.unknown

_1169558866.unknown

_1169559029.unknown

_1169553169.unknown

_1169558610.unknown

_1169558618.unknown

_1169558517.unknown

_1169024698.unknown

_1169553123.unknown

_1169024690.unknown

