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Abstract

Objectives: A. Identify the current state of data management needs of academic biomedical researchers. B. Explore their anticipated data management and analysis needs. C. Identify barriers to addressing those needs.

Design: A multimodal needs analysis was conducted using a combination of an online survey and in-depth one-on-one semi-structured interviews. Subjects were recruited via an e-mail list representing a wide range of academic biomedical researchers in the Pacific Northwest.

Measurements: The results from 286 survey respondents were used to provide triangulation of the qualitative analysis of data gathered from 15 semi-structured in-depth interviews.

Results: Three major themes were identified: 1) there continues to be widespread use of basic general-purpose applications for core data management; 2) there is broad perceived need for additional support in managing and analyzing large datasets; and 3) the barriers to acquiring currently available tools are most commonly related to financial burdens on small labs and unmet expectations of institutional support.

Conclusion: Themes identified in this study suggest that at least some common data management needs will best be served by improving access to basic level tools such that researchers can solve their own problems. Additionally, institutions and informaticians should focus on three components: 1) facilitate and encourage the use of modern data exchange models and standards, enabling researchers to leverage a common layer of interoperability and analysis; 2) improve the ability of researchers to maintain provenance of data and models as they evolve over time though tools and the leveraging of standards; and 3) develop and support information management service cores that could assist in these previous components while providing researchers with unique data analysis and information design support within a spectrum of informatics capabilities.


Introduction

Rapid advances in analytical technology coupled with widespread access to large amounts of highly detailed, heterogeneous and often public biomedical research data have dramatically increased the difficulties faced by biomedical investigators in acquiring, archiving, annotating, and analyzing data. Recognition of this fact is reflected in a number of large scale initiatives by the major U.S. funding institutions as well as a profusion of software tools designed for biomedical research data management and analysis. Over the past several years we have met with many academic biomedical researchers to discuss solutions to their data handling problems as part of our own data integration efforts. Through informal discussions, we have been struck by the frequency with which they stated that: a) a data handling problem had become a major barrier to the progress of their research, b) available computational solutions were prohibitively expensive, c) available solutions were too complex for their needs, and/or d) computational solutions to their problem did not exist at all. In addition, we have noticed that the needs of investigators can be extremely dynamic, often changing on a weekly basis. From a biomedical informatics standpoint, these issues raise several fundamental questions:

- How are researchers coping with managing these quickly evolving information management problems in practice?
- What obstacles are faced by researchers seeking individual solutions to data management and analysis needs?
To what extent can biomedical research data handling needs be generalized across more than one lab (or even more than one project within a lab)?

What core design issues must be addressed in designing and implementing informatics solutions to aid biomedical researchers in their data management and analysis?

To address these questions, we have embarked on a project to identify the data management and analysis needs of academic biomedical researchers at the University of Washington.

**Background**

Informatics journals report a steady stream of freely available analytic and archiving tools with the potential to streamline data analysis and integration tasks. Yet biomedical researchers continue to struggle with increasing volume and complexity of their own datasets. Accurate and thorough needs analysis is widely recognized as one of the earliest and most crucial events in virtually all software development cycles. For example, needs analyses for a variety of applications are frequently reported in software engineering as well as in the medical fields. However, few attempts to assess the needs of biomedical research exist in print despite recent calls for increased evaluation-based science to support informatics research. We feel that evaluation-based assessment of data management and analysis needs of biomedical research is a crucial informatics research area.

Through our examination of existing methodologies described in the literature, we have concluded that mutually supportive data resulting from a mixed methods approach has the greatest potential to support a comprehensive biomedical research needs assessment. Our approach is to use broad web-based surveys followed by personalized in-depth interviews. The surveys were targeted toward a large population of biomedical researchers to provide broad overviews of generalized needs; however, surveys are limited in that they don’t allow the elicitation of information that was not understood or imagined by the authors of the survey but is important to the respondents. Therefore, in addition to the quantitative survey data, we gathered highly detailed and context-specific qualitative data from individual interviews. The semi-structured interview data not only provided detailed contextual information, but helped reveal ideas that can be transferred to other domains. Combining qualitative and quantitative methods has already been successfully used in the discovery of user issues associated with the implementation of clinical Electronic Medical Records (EMR) systems.

In this paper, we present the results of the survey and the interviews in a combined analysis framework that we hope to use in future biomedical research needs assessments. Using this multi-modal method, we describe the needs of biomedical investigators affiliated with the University of Washington. The UW is an internationally recognized research university that was recently ranked 17 in the world by the Economist newspaper. UW research supported over 7,400 full-time equivalent positions in fiscal year 2005. As a result, we feel that this study, though limited to one university and its local collaborator research institutes, can be applicable to other academic biomedical research settings.

**Methods**

We focused our assessment on data management and analysis needs, including: a) current strategies for management and analysis of experimental data, and b) obstacles to data management and data sharing. A survey of 286 faculty, research staff, and students yielded quantifiable and moderately detailed data about informatics software needs. Fifteen volunteers from this population were the subjects of semi-structured interviews. We conducted qualitative analysis on the interview data that represented in-depth views of individual needs.

**Human Subjects**

To ensure the safety and anonymity of the participants, all aspects of this research including participants in both the survey and the subsequent interviews were approved by the Human Subjects Committee of the University of Washington Internal Review Board (IRB).

**Survey**

The survey consisted of two separate sections that together totaled 36 questions (See Appendix A, available as an on-line data supplement at www.jamia.org). Twenty-three of these questions addressed a variety of library and information science issues and built on previous UW work from Yarfitz et al. involving library-based bioinformatics services. This survey is part of a process of continuous evaluation of bioresearch needs from both the academic research and institutional support perspectives. Of the 13 questions focusing on biomedical research information management needs, four questions related to subject demographics, with the remainder focusing on high-level overviews of generalized needs across biomedical research disciplines. Here we report primarily on data from the needs-related questions as well as a limited set of data from the library and information science questions that have overlap with biomedical needs. More in-depth discussion of the library-service aspects of the survey will be published elsewhere.

We pre-tested the initial survey with six volunteers actively engaged in biomedical research who were also asked to give their opinions regarding survey length and question clarity. The survey was then deployed online via WebQ, an automated survey and response analysis tool within the University of Washington Catalyst system. Invitations to participate in the survey were sent out to 1,754 addresses in the spring of 2005. The addresses were obtained directly from an “opt-in” UW Health Sciences Center Library list and were of researchers at the UW and collaborating research institutions in the Seattle area who are interested in bioinformatics resources and are actively involved in biomedical research. We estimate that the e-mail list represents approximately 30% of the active biomedical researchers in the Seattle area. The survey was left online for 7 weeks with “reminder” messages sent via e-mail every two weeks to any addresses that had not yet responded.

**Interviews**

Upon completion of the survey, respondents were solicited to volunteer for one-on-one interviews. A total of 15 researchers volunteered for semi-structured interviews, which were conducted in the summer of 2005. Each interview began with a “critical incident” question followed by other relevant questions about data handling and analysis needs specific to that individual. All interviews lasted between 45 and 90
minutes and were audio taped and transcribed with the volunteer’s consent. The content of the transcripts (190 pages) were analyzed using ATLAS.Ti 5.0 software. Emerging patterns and themes were individually identified by two of the authors experienced in qualitative methods (NRA, ESL), then triangulated with input from the third author (JSB). This approach to triangulation and inter-coder reliability is consistent with other published qualitative analysis methodologies. All individual themes identified were maintained separately, establishing a clear audit trail by which to resolve any potential triangulation issues.

Results

Survey Response Rate and Respondent Demographics

The survey received a total of 286 respondents, or 16% of the original list, with a margin of error of 5.3%. This is a reasonable response for a web-based survey, but lacks sufficient power for extensive statistical analysis.

Forty-six percent of respondents identified themselves as principal investigators or collaborating faculty, followed by 36% as staff scientists and lab managers, with the remainder postdoctoral fellows, students, and technicians (Fig. 1). Respondents were encouraged to select all choices that corresponded to their research roles, so the total percent figures are greater than 100%. “Small” labs (six people or fewer) and “medium” labs (7 to 15 employees) comprised 87% of respondents (44% and 43%, respectively), with “large” size labs accounting for 13% of respondents. Neurosciences, Genomics, and Cell Biology were the most frequently selected primary research sub-discipline (each specialty indicated by over 20% of respondents). Other commonly chosen areas were Biochemistry (15%), Immunology (11%), Pathology (10%), and Microbiology (10%) (Fig. 2).

We examined lab size as a function of stated research specialty and found no clear association between these variables.

Needs Analysis

Three broad data management and analysis themes emerged from the analysis of the interview data within the context of the survey responses: 1) current state of data management and analysis at the laboratory level; 2) anticipated data management and analysis needs; 3) barriers to addressing those needs.

Current State of Data Management and Analysis

Eighty-four percent of survey participants indicated that they currently have or in the past had experienced data handling problems although only 52% of them sought to solve their data handling problems (Question 33) (Fig. 3). There was a clear correlation between the size of a lab and the likelihood it had experienced problems. Only 14% of survey respondents reported currently having a Laboratory Information Management System (LIMS) (Question 30). When broken down by sub-discipline, developmental biologists were least likely to have a LIMS (4%) with proteomicists (18%), pathologists (17%), and cell biologists (16%) most likely to use a LIMS in their work (Table 1). Large labs were most likely to be using a LIMS (22%) but interestingly were closely followed by the smallest labs (18%) (data not shown). Most researchers (59%) were already storing at least some of their images digitally while roughly a third (34%) partly relied on hard copy archiving (Fig. 4).

Fifty percent of structural biologists and proteomicists and 48% of genomicsists reported that at least 10 employee-hours per week are spent in data handling tasks (Question 29). The breakdown of weekly workload devoted to data handling as
Over 50% of survey respondents reported spending more than 5 person-hours per week in data handling tasks. Larger size labs were shown to spend more employee time each week at data handling.

During the interviews, two core themes surrounding the current state of biomedical data management and analysis emerged: the widespread use of non-specialized applications, and the difficulty of organization, storage, and retrieval of data.

Figure 2. Primary research interest by percentage of respondents.

Figure 3. Individuals reporting experiencing computational and informatics problem by lab size and percentage of respondents.
Common Use of Non-Specialized Applications

Most researchers already used some form of electronic organization; however, instead of using applications addressing specific needs of biomedical research, many depended on general-purpose applications such as spreadsheets, text files, and simple file sharing programs. The reasons why these tools were commonly used included simplicity of data layout, widespread availability, and short learning curve.

“Yeah, the spreadsheet has been our main workhorse, unfortunately”

<table>
<thead>
<tr>
<th>Table 1 ● Percentage of Labs Using Laboratory Information Management System (LIMS) By Sub-Discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biochemistry</td>
</tr>
<tr>
<td>Cell Biology</td>
</tr>
<tr>
<td>Developmental Biology</td>
</tr>
<tr>
<td>Genomics</td>
</tr>
<tr>
<td>Neurosciences</td>
</tr>
<tr>
<td>Pathology</td>
</tr>
<tr>
<td>Proteomics</td>
</tr>
<tr>
<td>Structural Biology</td>
</tr>
<tr>
<td>All</td>
</tr>
</tbody>
</table>

Nine out of fifteen interviewed researchers recognized that spreadsheet applications had disadvantages of size constraint and limited processing power. Often these researchers anticipated that they would soon reach the limits of existing general-purpose spreadsheet applications in terms of both storage and organizational capacities.

“Well, we have multiple spreadsheets - that’s one of the problems. We sort of have a master spreadsheet . . . We try to minimize it as much as we can, but I think that’s a major problem.”

“However, that exceeds the capabilities of the spreadsheet. Spreadsheet really bogs down any time you get past say 20,000 individual cells with columns.”

Figure 4. Image archiving by sub-discipline by percentage of respondents.
“Well, it’s very cumbersome, I can’t print anything, I’d have to paste it together. I end up just doing a freeze frame so that I can scroll this way.”

**Difficulty of Organizing, Storing, and Retrieving Data**

A major component of biological research is the management of data. During the interviews, researchers frequently mentioned the complex and varied data formats they deal with throughout their research. We found it interesting that modern methods of information exchange (such as XML, MAGE) were not specifically mentioned, but we did not specifically ask for this information during the interviews. Researchers also discussed issues surrounding the increasing number of files, growing file sizes, multiple formats, indexing and annotation of data. A common theme surrounding data management and analysis was that many researchers preferred to utilize their own individual methods to organize data. The varied ways of managing data were accepted as functional for most present needs. Some researchers admitted to having no organizational methodology at all, while others used whatever method best suited their individual needs.

“Yeah, I don’t have them organized in any particular way and I don’t have them linked to my databases, I just have them . . .”

“They’re not organized in any way—they’re just thrown into files under different projects.”

“We have thousands of very large .tiff files which everyone organizes according to how they think they should be organized. We have kind of a lab standard like the filename begins with . . .”

“I grab them when I need them, they’re not organized in any decent way.”

“It’s not even organized—a file on a central computer of protocols that we use, common lab protocols but those are just individual Word files within a folder so it’s not searchable per se.”

Although *ad hoc* organizational methods had been relatively successful to date, this lack of standardized methods for data organization was generally perceived as having a limited future. Specific technical problems associated with this lack of organization included: filenames being truncated when stored on central servers, the inability to easily store annotation data, and the lack of standardized formats or nomenclature for data sharing.

“There are separate files but in independent computers that don’t talk to each other.”

“Because what’s happened is separate nodes have sprung up where you can have your own little partition of a drive somewhere and people will just password protect it with their name or whatever but technically everything is supposed to be shareable and viewable by everybody.”

“There have been times when folders have vanished or some piece of data was accidentally deleted or something gets corrupted and I think that that’s why people are a little skeptical.”

“Right now, again, everybody has to do on their own and that it’s always a pain to go and talk to 5 labs and go to each and say ‘I want to get your datasets can you send me all of your original cell files and DAT files’ and some of the labs won’t do it.”

As a result of relatively disorganized data, search and retrieval capability was also limited. Most researchers did not have a strategy for effective data retrieval. Many were not even aware of the capabilities of existing search and retrieval tools. Of those who were aware, few had implemented search capability.

“One of the things that would be interesting for us to do is with PDF files—I have tons of PDF files saved on my desktop and they’re not (collectively) searchable for the text that’s in the PDF file.”
Anticipated Data Management and Analysis Needs

In response to whether data handling and management currently caused a backlog in lab productivity (Question 28) 41% responded, “Yes”, and 22% said “Somewhat.” The problem was greater in larger labs where 51% responded, “Yes.” Analyzed by specialty, data management issues impacting on productivity were most highly reported by structural biologists (62%), followed by proteomicists (59%) and genomicists (50%) (Fig. 5). The most frequently mentioned types of data causing management problems for survey respondents were microarrays (18%) and images (15%). Database capabilities (13%) and statistical analysis (13%) were also mentioned as obstacles to progress in the lab.

Eighty-two investigators responded to the open-ended survey question 35 asking them to detail their most urgent computational or data handling problem. Issues involving long-term digital archiving of a variety of data types were mentioned by more than 28% of respondents. Various forms of computerized data analysis (not involving a specific software product) were mentioned by 26%. Twenty-one percent of respondents felt that access to a specific software product would solve their most urgent problems while only 6% cited acquisition of hardware as a problem. Eighteen percent required access to some form of computer science or informatics expertise.

When asked to characterize how they located and evaluated tools to support these needs (Question 18), 41% stated they used the World Wide Web, 29% used a dedicated e-mail list with the remainder (24%) stating that this question was not applicable to their information management and analysis issues or that they used blogs or wiki’s (combined 4%).

Analysis of the interview data identified two common anticipated needs: improved methods of managing large datasets, and improved ways to process and analyze data.

Need for Improved Methods of Managing Large Datasets

Some researchers were aware that their current ad hoc data management methods needed improvements. Several discussed the need for improvement of a whole laboratory information organization, moving away from organization based on individual preference and need to an established lab-wide data organization. A specific example of ad hoc organization was the common practice of researchers in the same lab creating custom spreadsheets without any common standard structure. The profusion of individually created spreadsheets containing overlapping and inconsistently updated data created a great deal of confusion within some labs. There was little consideration to future data exchange or submission requirements at the time of publication. Although researchers in the past have used spreadsheets containing a global data presentation to synthesize concepts and generate hypotheses, this approach became less feasible as data became more complex.

For me it’s mostly data organization and archiving—that’s one issue, and then just analysis, how do you deal with all this data—it’s still something that’s very new to a lot of the labs, what do you do when you’ve got 10,000 data points for each time point - what’s the best way to look at the data.”

“It makes me a little nervous the more databases that get generated . . . you know, which ones are really up to date . . .”

Need for Improved Methods of Analyzing and Processing Data

As mentioned earlier, though aware of the limitations of general-purpose applications such as spreadsheets, the majority of researchers continued to rely on them due to their ease of use, low cost, and familiarity. Researchers sought the convenience, low risk economics, and usability of these general-purpose tools while often recognizing that they were making a tradeoff against complex functionality that may be of use to them in the future.

“I think anything that makes the interface more simple and straightforward is good.”

“I’ve sort of created my own little sad and pathetic database which is purely spreadsheet based, but it serves my needs. It’s just that I am not an information architect in any way, or a database person, so I’ve sort of created it from the perspective of a scientist and having rows and columns and it’s searchable and that’s all I really need . . .”

“But I would love to be able to export all this into something like [a spreadsheet] or some other program instead of me spending a week doing all this.”

Similarly, many researchers relied on the general-purpose statistical analysis functions built into common spreadsheets despite there being better statistical analysis tools available in most domain areas.

Barriers to Addressing Data Management Issues

Three barriers to addressing data management and analysis emerged from the responses to question 35 in the survey and the personal perspectives provided during the interviews: financial burden of acquiring new expertise or tools, lack of time to invest in changing work practices to incorporate new technologies, and limited availability of institutional support.

Financial Burden of Acquiring New Expertise or Tools

Twenty-one percent of survey respondents felt that access to a specific software product would solve their most urgent problems while only 6% cited acquisition of hardware as a problem. Various forms of computerized data analysis (not involving a specific software product) were mentioned by 26% and 18% required access to some form of computer science or informatics expertise.

“So the real problem is not so much the cost of the database and I don’t remember what the seed price is but it’s small. The real problem is supporting the cost of a database manager to support it.”

Due perhaps to their lack of knowledge regarding the level of resources needed for handling complex data, many researchers underestimate the resources required for data handling in their grant proposals. Even if researchers had knowledge of technology, they commonly associated new technology with additional investment, either in terms of capital, training, or both. The single largest consensus on appropriate funding sources for tools was from indirect costs in research grants (37%)—this being the amount that
each awarded grant contributes to the parent institution for infrastructure such as research space, administration, and utilities—commonly 50% or more of direct costs. Eight percent felt that tools and support should be funded as subscriptions directly from research grants, 5% stated subscriptions funded from other sources, and a combined 38% thought that it would be appropriate to support this through all three of these categories (Question 20). Ten percent did not respond to this question, and 2% suggested other sources. In the interviews, limited funding made researchers wary of spending money on anything other than core research needs despite their awareness of the need for improved tools and/or additional support. Additionally, the lack of personal experience and/or the lack of success with previous tools contributed to a wariness of the value of investing in new solutions.

“No, whenever I hear the word ‘LIMS’ I hear way too much money to deal with.”

“It’s expensive, yes. So we have quite a history of attempts to use different relational databases—I’ve been here 7.5 years and we’re going to be starting on the third one . . .”

“I actually wanted the hospital to purchase it all and then I would just administer it. But since they fell down on that I was able to get 8 licenses—perpetual licenses—for DSGene, all the Wisconsin package, SeqWeb, everything else and one copy of all the databases for about 7 grand and then a server was 3, so for 10 I’m totally up and running and I’m not going to share them with anybody else because they haven’t kicked in.”

“For whatever reason the university hasn’t made generally available quicker access to these things and so it’s extremely cumbersome and time consuming to do the kind of searches that we need to do since we haven’t been able to find one of these big groups that have their own databases that we can hook up with.”

Lack of Time to Invest in Changing Data Management Practices and Improving Training

In addition to limited financial resources, limited time also presented a significant barrier to improving data management and analysis processes. A common perception was that the time required for data management and training in the effective use of new technologies was not an integral part of experimental research. As a result, researchers discussed their frustration at having to spend increasing amounts of time to accomplish the physical management and analysis of data.

“There are separate files but in independent computers that don’t talk to each other. And the processing of the stuff is done through incredibly time wasteful methods on slow computers by untrained people that are doing it in small batches because that’s all their computer can hold, or one at a time and then on pieces of paper, collating datasets”

“And the whole data processing part of this was taking about 5 days. Not, you know, 40 hours, but from the point where the data was available and it had to go to this epidemiologist and then it had to come back, it generally took a whole week to get from the beginning to the end. And maybe it might have taken the individual people crunching the data maybe 5 hours or so of time, crunching.”

The time commitment required for data transformations or changing workflows was perceived to be a significant lab expense, even when the financial cost wasn’t necessarily an issue.

“It’s free in terms of money, it’s not free in terms of your time.”

These problems may have been exacerbated by the frequently reported high turnover of employees working in research labs.

Limited Availability of Institutionally Provided Expertise and Systems

More than half of the researchers speculated that improved support from their sponsoring institution would greatly improve the ability of individual researchers and their labs to focus on their research. Specific examples mentioned included lessening the financial burden for early stage researchers, greater access to and availability of institutionally supported data processing and analysis resource centers, and better technical support for both hardware and software development. Being within a large research university, there was a frequently held belief that the university could and should provide more basic support of data infrastructure than was perceived to be available. This was widely believed to be a potential way of relieving the limitations of time and budget discussed previously.

“... It’d be sort of nice if the university had those tools that we didn’t have to spend . . .”

“... We should get something back from the university that helps us minimize our other costs if they could spend something and develop some resource for that.”

“I think the solution is the university needs to develop their own thing that everyone can use, because like I pointed out, the new people that come here, they’ve hardly any money and all of a sudden they have to shell out $5000 for all this software that they really need. If you kind of look at the way the whole system works, the university, it’s advantageous to the university to provide new researchers with this stuff, because hopefully it will accelerate their research and bring in more indirects, right?”

“They should have low cost shared storage—it’s too expensive now—I think the University costs more than it does off campus—I don’t know why storage needs to cost much of anything anymore.”

Discussion

The themes and issues described in this work reflect a major shift in the way that information management and analysis has been traditionally conducted within the academic biomedical research laboratory. Prior to advances in high throughput technologies such as gene sequencing or microarray analysis, most researchers traditionally spent a great deal of time and effort focusing on the creation of highly specialized data. Today, however, individual investigators are increasingly required to study biological problems involving large amounts of diverse data that require special storage and analysis. Data management has become more complex with widely available high quality public scientific datasets and easier access to high throughput technologies at shared instrumentation locations. The increasing use of core service facilities within institutions to provide expertise such as biostatistics, or microarray analysis—as well as mass-producing scientific technologies such as lab “kits”—has lowered many technical barriers, and has allowed investigators to generate and collect data outside their own discipline more easily. Yet despite these advances, the individual researcher or lab focused on specific problems
often lacks the time, funds, or experience to efficiently leverage these tools and services. At the present time biomedical research is in a phase where the quantity and the heterogeneity of data have exceeded many investigators’ ability to analyze, or in some cases, even archive their own data.

These challenges have created opportunities for new research-support roles in biomedical research from the fields of informatics, statistics, and computer science. However, to date, the interaction between biomedical researchers, informaticians, and computer scientists has been marked by communication problems, and there appears to remain an associated knowledge gap regarding what existing tools and resources are available as well as how to incorporate them into the research laboratory. From our interview and survey analysis, it is clear that from the individual researchers’ perspective, there is inadequate institutional data management and analysis support for laboratory based biomedical researchers.

The reasons behind this lack of support appears to be a combination of social, technical, and fiscal factors that are perhaps in part associated with the tradition of biomedical laboratory researchers being protective of their research. In general, most researchers we spoke with preferred to exert personal control over all aspects of data handling and organization. This reluctance to seek out and collaborate with a relational database expert or similar outside expertise may have led the researchers to overly rely on well-known but relatively generic spreadsheet applications. Overall, we found that the laboratory data management technology was bounded on the lower side by spreadsheets (extremely flexible but limited in capacity and capability) and on the upper side by relational databases (high in capacity and capability but inflexible). However, virtually every investigator who was not familiar with relational databases preferred to use a spreadsheet if it allowed them to easily manipulate and manage their data—despite a lack of data analysis and scaling that would be available to them by using database tools. Though there is significant research to address this gap by providing applications that integrate ease of configurability with powerful querying and presentation capabilities, it remains to be seen if they will be adopted by typical investigators. One evolving example is the open source analysis environment of Bioconductor, which provides broad biological analysis and data integration capabilities, and has considerable general support in the research community facilitated through researcher contributed plug-ins that address specific analysis tasks. As of this writing, however, Bioconductor is a sophisticated development environment with a significant learning curve that may be beyond the programming capabilities of many researchers.

Collaboration between laboratories may encourage sharing of more sophisticated data management and analysis strategies; however, collaboration is difficult due to the highly focused and non-overlapping nature of different study groups, where each group has its own terminologies and nuances. Our results indicate that the needs of individual investigators have a great deal of overlap, but the needs of different labs and sometimes even within labs vary widely. Several researchers were convinced that “everybody needs the same things” but their efforts to use software solutions used by similar labs were not successful. A common complaint was that those tools “only work for that lab.”

It is possible that the researchers’ perceived shortcomings of the institutional support facilities were in fact due to the unique characteristics of individual lab needs. Many of the researchers who did attempt to utilize institutional resources had unsatisfactory experiences and eventually decided these resources could not be utilized in their own study. Based on our analysis, it appears that increased availability of centralized expertise and resources might not be sufficient to address the diverse needs of labs when coupled with their desire to have flexible and customizable solutions. Tools specific to particular analysis tasks are difficult to centralize and provide without particular domain knowledge. Unique solutions for each research area should be studied individually without the added requirement of generalization; however, solutions that are unique to individual domain areas should be able to utilize a common information support infrastructure as yet to be formed. Establishment of such an infrastructure could facilitate the convergence of commonly used resources and allow for increased collaboration and information sharing among researchers, while still supporting individually unique research goals.

Many investigators felt that some form of data management systems should be provided more centrally either by their sponsoring institutions or by the funding agencies. Usually lacking these services, researchers tended to avoid the time and costs that are perceived to be associated with implementing more sophisticated systems. In interviews many researchers stated that in return for indirect costs from their grants, the institutions provided much less data support than they wanted. The researchers also expressed the view that if either funding agencies or institutions provided more support, they would be able to save badly needed research funds by preventing duplication of effort and expenditure for analytic software and computer science expertise. If the trend of increasing size and complexity of datasets continue—which is probable—funding entities may call for increased institutional support of data management and analysis as they do for lab space.

**Conclusion**

The aims of this research were to evaluate the data management and analysis needs of biomedical researchers and identify barriers to addressing those needs. We also sought to better understand what information management needs could be generalized, if any. While we recognize that the methods used to gather this data reached only a small percentage of the researchers actively involved in this single research location, these individuals had self-selected themselves to be on this e-mail list out of a shared interest in on-going biomedical data management, analysis, and education issues at this institution. We believe that the themes we identified reflect and characterize the common perceptions of many researchers encountering on-going data analysis problems and difficulties working with large datasets. Despite its limitations, this study has provided a basis for further research at our institution to identify likely solutions to these data management and analysis problems.

In summary, we suggest that at least some data management needs of biomedical researchers will best be served by...
improving and providing basic level tools such that scient-
ist can solve their own problems, such as designing
specialized applications as plug-ins to evolving commonly
used frameworks such as Bioconductor. We also suggest
that both institutions and informaticians interested in sup-
porting laboratory information management needs should
increase focus on three components: 1) facilitate and encour-
age the use of modern data exchange models and standards,
which will allow individual researchers with specific prob-
to have a common layer of interoperability and analysis;
2) improve the ability of researchers to maintain
provenance of research data and models as they evolve over
time; 3) develop and support biomedical information man-
age service cores that can facilitate both of these previ-
ous components while providing a spectrum of support
options that could be used to address the range of unique
individual researcher needs. These basic infrastructure com-
ponents could provide considerable secondary benefits,
such as increased collaboration and greater leveraging of
existing research personnel for core science roles.
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