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Abstract

Objectives: Effective health communication is often hindered by a “vocabulary gap” between language familiar to consumers and jargon used in medical practice and research. To present health information to consumers in a comprehensible fashion, we need to develop a mechanism to quantify health terms as being more likely or less likely to be understood by typical members of the lay public. Prior research has used approaches including syllable count, easy word list, and frequency count, all of which have significant limitations.

Design: In this article, we present a new method that predicts consumer familiarity using contextual information. The method was applied to a large query log data set and validated using results from two previously conducted consumer surveys.

Measurements: We measured the correlation between the survey result and the context-based prediction, syllable count, frequency count, and log normalized frequency count.

Results: The correlation coefficient between the context-based prediction and the survey result was 0.773 (p < 0.001), which was higher than the correlation coefficients between the survey result and the syllable count, frequency count, and log normalized frequency count (p ≤ 0.012).

Conclusions: The context-based approach provides a good alternative to the existing term familiarity assessment methods.


Introduction

Research on consumer health vocabularies (CHV) is motivated by the increasing development, availability, and utilization of online health applications intended for laypersons. Effective health information retrieval from consumer health applications, including the understanding of that information by laypersons, is often hindered by a “vocabulary gap” between language familiar to consumers and jargon used in medical practice and research. Thus, CHV research aims to bridge this lay–professional communication gap by identifying expressions and concepts actually used by laypersons (i.e., consumer-friendly health terms) and mapping them to domain-specific technical terms and concepts. Such mappings would allow computers to understand the vocabulary used by consumers and present health information in a consumer-friendly manner.

It is necessary to develop a measure of consumer-friendliness or familiarity that estimates the likelihood of a term being understood by members of the lay public. Researchers in fields such as readability, literacy, and linguistics have found that, in the general domain, words with fewer letters and syllables tend to be more readable and comprehensible. Previous readability studies have included extensive lists of words familiar to grade-school children. In the area of health literacy, researchers have also identified types of terms that are difficult to understand and proposed short lists of alternative terms. Nevertheless, assessing and estimating lay familiarity with health-domain terms and concepts remains a challenge. For example, terms with the same number of syllables and/or letters (e.g., aspirin, Anbesol, and aplisol) vary greatly in difficulty; existing lists of “easy words” lack health terms; and existing lists of alternative health terms are not comprehensive. What is required, then, is a systematic and dynamic approach to identify lay expressions, map them to corresponding technical terms and concepts, and predict familiarity or user friendliness for the intended lay audience.

Our first attempt at predicting the lay familiarity or consumer friendliness of health terminology quantitatively used term and word frequencies from several health-related text corpora. Two exploratory studies suggested that this approach has some validity. However, these studies also
indicated that not all variability in observed term difficulty could be explained by usage frequency. Therefore, we devised a new method that estimates term difficulty based on context, modeled on prior research that successfully exploited the contextual usage of words for indexing and retrieval.9,10

**Background**

Our interest in measuring the familiarity/difficulty of health terms and concepts stems from our development earlier of the Health Information Query Assistance (HIQuA) system, which suggests additional alternative query terms during consumer health information retrieval.11 Although HIQuA performs computations in the concept space, the final output needs to be generated in the term space (i.e., appear in textual form for end users). We initially used preferred names from the National Library of Medicine’s (NLM) Unified Medical Language System (UMLS) Metathesaurus (Version 2004AA)12 to display alternative terms. As an unintended consequence, arcane forms such as “craniocerebral trauma”, “Rattus norvegicus”, and “pes” were suggested to consumers, rather than their everyday counterparts, “head injury”, “rat”, and “foot.” It was thus imperative for us to find a way to identify the more consumer-friendly forms of a concept. The need to differentiate consumer-friendly terms from difficult ones is applicable to consumer health applications in general and is not specific to HIQuA. Although this does not seem to be a difficult problem at first sight—humans easily recognize jargon—training computers to identify such distinctions is much more of a challenge. Further, even for humans, a term that is difficult or unfamiliar for one person may not be so for another, due to education, personal experience, and other sociopsychological factors. There needs to be a normative model of “familiarity” for any intended audience that will provide useful estimates consistently for that population. Such a model will require addressing complex factors. For example, term familiarity is not binary (i.e., known versus unknown)—some terms may be understood by 90% of the target lay audience, whereas others may only be understood by 50%. Additionally, it is likely that the level of understanding of the meaning will vary considerably, as a single term may be well understood by some people but only partially understood by others. Literacy researchers have long studied the relation between the various characteristics of words and readability or comprehension of texts containing these words by children, adolescents, and adults.13 Such research has typically focused on general-domain language, but not on technical domains such as medicine or health. Nevertheless, health care researchers continue to use common readability formulas, including the Simplified Measure of Gobbledygook (SMOG), the Fry Readability Scale (FRY), and the Flesch-Kincaid Reading Grade Level (FKRGL), which were developed decades ago for the general domain.7 These formulas use word length (measured by letter or syllable count) or word lists to differentiate easy from difficult words. More recent work on readability has targeted the issues of cohesion, style, and multimedia materials, without making significant changes to the vocabulary difficulty assessment. Indeed, text passages containing a large number of words with three or more syllables tend to be less readable, even for consumer health text.14 On the individual word level, however, defining “difficult” words based solely on number of syllables is too simplistic. Word lists may be more accurate than word length for recognizing word familiarity, as they are based on empirical data. Yet, extensive word lists such as the Dale-Chall list5 were derived from words used and understood by grade-school children and do not contain many words from the health domain. In addition, multi-word terms are generally not addressed. They pose a challenge because such terms cannot be viewed simply as the sum of their parts (e.g., “heart burn” may still be incomprehensible to those who understand the individual words, “heart” and “burn”).

Health literacy and health communication researchers have also shown a great interest in vocabulary issues. Scott and Weiner15 identified several types of professional terms that are difficult for lay comprehension, such as difficult general language words having the same meanings as technical terms, technical terms requiring domain knowledge to understand, and general language words with different technical meanings. Chapman et al.4 assessed the lay understanding of term used in cancer consultation. Ogden et al.16 examined patients’ views about the relative impact and function of lay and medical diagnoses for stomach and throat problems. In general, experts recommend the use of simple and common words and have created short lists of difficult terms and their easier alternatives.

To estimate the lay familiarity with a large number of health terms, we developed a predictive model using term and word frequency as features.9 A sample of 41 adult health information consumers were evaluated for familiarity with a set of 68 health terms using a questionnaire modeled on a validated and commonly used instrument, the Test of Functional Health Literacy in Adults (TOFHLA).17 (In our publication,8 the model was trained on a dataset with 21 subjects; we later recruited 20 more subjects. The results described here reflect the improved dataset.) The subjects’ term familiarity score was calculated based on the percentage of participants who identified health terms correctly. We then measured the occurrence of each term in three different corpora: (1) Reuters news reports; (2) de-identified queries to a consumer health portal, National Library of Medicine MedlinePlus18; and (3) de-identified queries submitted to a general search engine MetaCrawler (www.metacrawler.com). In addition, we measured each term’s occurrence within just the health-related Reuters news reports. An average term familiarity prediction model was developed using term frequencies as variables and support vector machine (SVM) as the learning algorithm, with a mean absolute error of 0.12, and a correlation coefficient of 0.79 (p < 0.01), using 10-fold cross validation.19 Prediction scores range from 0 to 1 where 0 indicates minimal likelihood of an average consumer’s familiarity with the term (i.e., an extremely difficult term) and 1 indicates near-certainty of an average consumer’s familiarity (i.e., an extremely easy term). In contrast, the correlation coefficients between term familiarity and number of syllables, number of letters, or “easy” terms from the Dale-Chall wordlist were −0.19 (p = 0.13), −0.30 (p = 0.01) and 0.30 (p = 0.01), respectively. The frequency-based predictive model performed significantly better than the other methods (p < 0.01).
Despite the very small size of the training data, the results of two later pilot survey studies support the validity of this frequency-based familiarity model. In the first study,8 we developed a simple survey instrument consisting of 45 surface-level health term familiarity items and 15 deeper-level conceptual familiarity items. A convenience sample of 52 Brigham and Women’s Hospital patients and visitors was recruited to complete the familiarity instrument. Linear regression found a statistically significant effect (p < 0.001) of predicted term familiarity level on participants’ actual term-level and concept-level familiarity scores.

The second survey study investigated the effect of user factors on consumer familiarity with health terms using gender as a proxy for background knowledge about gender-factors on consumer familiarity with health terms using the frequency-based predicted familiarity score to be statistically significant predictors for actual familiarity with health terms and concepts pertaining to gender-specific topics (p < 0.001).

A year after our frequency-based model was published, Elhadad20 also published an article using a frequency-based approach to predict health term difficulty with promising results. Nevertheless, the frequency-based familiarity approach has intrinsic weaknesses. First, the corpora used to derive term frequencies, from news reports and query terms submitted to Web sites, have limitations. For example, some relatively familiar health terms such as “armpit” and “belly button” do not appear with high frequency in the corpora. Conversely, terms with which consumers are relatively unfamiliar, such as “patella” and “SSRI”, are found more frequently in these corpora than easier terms such as “knee-cap”. Second, the predictive model we developed uses a supervised learning algorithm that requires sets of training data. To improve prediction performance, a larger training data set on term familiarity is required; obtaining such a data set is not a trivial task. Thus, we explored alternative methods to obtain more precise predictions of term familiarity.

We thus explored the use of contextual information. Latent Semantic Analysis (LSA) is a good example: it allows the meaning of a word, term, or concept to be inferred largely from its context in natural language text.9 LSA “uses singular value decomposition, a general form of factor analysis, to condense a very large matrix of word-by-context data into a much smaller dimensional-representation”.9 A sentence or paragraph often provides sufficient context to use LSA to assess frequent term-term co-occurrences, and thus, the likely meaning of the terms.

Contextual network graphs are another way to use contextual information. Ceglowski et al.21 created a bipartite graph of term and document nodes to represent term-document co-occurrence. Using a technique that “closely resembles the spreading activation network model,” “the graph can be searched by a simple recursive procedure that distributes energy from an initial query node.”21 After a number of iterations, the document nodes with the highest energy represent the best matching documents for the query and the term nodes with the highest energy can be used to provide relevance feedback. Kosmynin and Davidson22 applied a similar approach to document categorization. In addition to information retrieval, contextual information has also been used widely in word sense disambiguation.23

The hypothesis of our study is that term or concept familiarity may be inferred from usage context. Just as synonymous, antonymous, or metonymical terms (i.e., terms with the same, opposite, or closely associated semantics) often share the same contexts, familiar terms are likely to be found in the context of other familiar terms. Jargon tends to occur more frequently in complex texts such as scientific papers or legal documents, whereas simple texts, such as children’s books, use familiar, everyday words and phrases, for the most part. Because most context-based algorithms were designed to identify the semantics of terms, concepts, and documents, a different method is needed for estimating term familiarity since semantically related terms and concepts (e.g., HIV and AZT) are not always equally familiar.

Research Questions

1. Can context be used to estimate the lay familiarity with a health term?
2. Do term familiarities inferred from context, frequency count, and syllable count differ?

Methods

In this section we describe the contextual network algorithm, then an experiment in which the algorithm was applied to a consumer generated text corpus, and finally a validation study comparing the experiment results with term familiarities observed from prior user studies.

Algorithm

We designed a contextual network algorithm to estimate the consumer familiarity with health terms. In the network, each node represents a term and each term is connected to other terms that co-occurred with it. Every node has a familiarity value. Values of a set of known easy or difficult terms are preassigned, and these terms are referred to as root terms. Values of other nodes are calculated based on the network structure and the root term values.

Term Co-occurrence Matrix

First, a term co-occurrence matrix M is created to represent the contextual usage of terms (Table 1). The contexts of a term can be a query session, sentence, paragraph, or document. If the terms ci and cj co-occurred in one or more contexts, the corresponding component mij in the matrix is set to the number of co-occurring contexts, otherwise 0. Self co-occurrence is not counted (i.e., mii).

Contextual Network

For a term ci in M that co-occurred with at least one other term, a node ci is created in the network D. Each node is associated with a familiarity value vi (0 ≤ vi ≤ 1, where 1 is very familiar and 0 is very unfamiliar). The network is initialized with some pre-existing familiarity knowledge: nodes corresponding to a set of predefined very easy and very difficult terms (i.e., root terms) are assigned familiarity value of 1 and 0, respectively. Those nodes are referred to as preassigned nodes and the rest, unknown nodes.
A contextual network was created using the term co-occurrence matrix. To keep the size of the contextual network manageable, we limited connections to a single node to the 100 most frequently co-occurring ones. Even so, the network contained 34,710 nodes and 777,456 connections.

We then identified the root terms (i.e., terms known to be very easy or difficult). One set of easy terms was identified by mapping the Dale-Chall list containing very few health-specific words (e.g., although “basketball” is a UMLS term, it is not health-specific), we identified a second set of easy terms. We represented nonexistent links with a weight of 0, the value of a node \( n_i \) is defined as the weighted average of its neighbors:

\[
v_i = \frac{\sum w_{ix} v_x}{\sum w_{ix}} \quad 1 \leq x \leq k,
\]

\( k \) is the total number of nodes in the network. The following linear equation can be written for each unknown node \( n_i \):

\[
\sum w_{ix} v_i - \sum (w_{ix} v_x) = 0 \quad 1 \leq x \leq k
\]

The \( v_x \) in the above equation may be known or unknown. A linear system can be constructed as follows, where \( n_1 \) to \( n_m \) are unknown nodes and \( n_{m+1} \) to \( n_k \) are preassigned nodes:

\[
\begin{bmatrix}
-\sum w_{1x} & \cdots & -w_{1m} \\
-\sum w_{2x} & \cdots & -w_{2m} \\
\vdots & \ddots & \vdots \\
-\sum w_{nx} & \cdots & \sum w_{nx}
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
\vdots \\
v_m
\end{bmatrix}
= 
\begin{bmatrix}
\sum w_{1y} v_y \\
\sum w_{2y} v_y \\
\vdots \\
\sum w_{my} v_y
\end{bmatrix}
\]

\( 1 \leq x \leq m, \ m < y \leq k \)

When each matrix is represented by a single letter, this becomes \( AV = B \). The solution, \( V = A^{-1} B \), then provides the familiarity estimate for the term represented by the unknown nodes. For the example used in Table 1 and Figure 1, the resultant values of the unknown nodes 1 to 5 are also shown in Figure 1.

### Table 1: Sample Co-occurrence Matrix Illustrating Terms 1-9’s Usage Context

<table>
<thead>
<tr>
<th>Term</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

For each nonzero component \( m_{ij} \) in \( M \), a unidirectional connection \( l_{ij} \) is established from node \( n_i \) to node \( n_j \) in \( D \). The connections exist in pairs: \( 3l_{ij} = 3l_{ji} \). The weight of a link from node \( n_j \) to node \( n_i \) (\( w_{ij} \)) is defined as the natural log of their co-occurrence frequency divided by the total number of terms that co-occurred with \( n_j \). \( w_{ij} = \ln(m_{ij} + 1) / tc \), \( m_{ij} \) is the co-occurrence frequency between term \( c_i \) and \( c_j \). \( t_c \) is the total number of terms that co-occurred with \( c_i \). Natural log transformation is used to normalize the co-occurrence frequency. \( w_{ij} \neq w_{ji} \). Figure 1 depicts a network constructed based on the example in Table 1.

Because the method infers the familiarity values of unknown nodes from nodes with preassigned values, unknown nodes that are not linked to preassigned nodes through any path are removed from the network. In other words, the transitive closure of the set of preassigned nodes is calculated and any unknowns not contained by the closure are detached. For instance, nodes 8 and 9 in Figure 1 are removed from the network.

### Familiarity Value

In the final step, the familiarity values of unknown nodes are calculated. Representing nonexistent links with a weight of 0, the value of a node \( n_i \) is defined as the weighted average of its neighbors:

\[
v_i = \frac{\sum w_{ix} v_x}{\sum w_{ix}} \quad 1 \leq x \leq k,
\]

\( k \) is the total number of nodes in the network. The following linear equation can be written for each unknown node \( n_i \):

\[
\sum w_{ix} v_i - \sum (w_{ix} v_x) = 0 \quad 1 \leq x \leq k
\]

The \( v_x \) in the above equation may be known or unknown. A linear system can be constructed as follows, where \( n_1 \) to \( n_m \) are unknown nodes and \( n_{m+1} \) to \( n_k \) are preassigned nodes:

\[
\begin{bmatrix}
-\sum w_{1x} & \cdots & -w_{1m} \\
-\sum w_{2x} & \cdots & -w_{2m} \\
\vdots & \ddots & \vdots \\
-\sum w_{nx} & \cdots & \sum w_{nx}
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
\vdots \\
v_m
\end{bmatrix}
= 
\begin{bmatrix}
\sum w_{1y} v_y \\
\sum w_{2y} v_y \\
\vdots \\
\sum w_{my} v_y
\end{bmatrix}
\]

\( 1 \leq x \leq m, \ m < y \leq k \)

When each matrix is represented by a single letter, this becomes \( AV = B \). The solution, \( V = A^{-1} B \), then provides the familiarity estimate for the term represented by the unknown nodes. For the example used in Table 1 and Figure 1, the resultant values of the unknown nodes 1 to 5 are also shown in Figure 1.

### Experiment

We applied the contextual network method to a large set of MedlinePlus18 query logs, made available to us courtesy of the National Library of Medicine. The data set contains over 12 million health-related queries collected from October 2002 to September 2003, which presumably were authored predominantly by a diverse group of Internet savvy consumers. Queries originating from a single IP address, with less than 5-minute interval between any two, were grouped into the same search session. The queries were then mapped to UMLS terms. Context for the mapped query terms was provided by terms found in the same session, including those in the same query.

Because the search sessions were a rough approximation of context, the lowest frequency co-occurrences did not provide reliable contextual data. Thus, term co-occurrences with a frequency lower than two were filtered out. Terms with fewer than two co-occurring terms were also filtered out because of the lack of contextual data.

A contextual network was created using the term co-occurrence matrix. To keep the size of the contextual network manageable, we limited connections to a single node to the 100 most frequently co-occurring ones. Even so, the network contained 34,710 nodes and 777,456 connections.

We then identified the root terms (i.e., terms known to be very easy or difficult). One set of easy terms was identified by mapping the Dale-Chall list to the UMLS terms, resulting in 1,779 familiar terms, 915 of which were represented in the contextual network. The nodes corresponding to these terms were given the familiarity value of 1.0. Because the Dale-Chall list contains very few health-specific words (e.g., although “basketball” is a UMLS term, it is not health-specific), we identified a second set of easy terms. We extracted the top 1,000 most frequently appearing 1-word, 2-word, and 3-word phrases from a set of 9,629 Reuters health-related news articles24 and removed all phrases with frequency below 10. Stop words and other phrases already represented in the contextual network. The nodes corresponding to these terms were given the familiarity value of 1.0.

To identify the difficult root terms, we first selected from the network, terms that co-occurred with fewer than six other terms, resulting in 11,540 candidate terms. Next, we generated plural forms of these candidate terms algorithmically, which resulted in 1,497 additional terms, increasing the total...
number of candidate difficult terms to 13,037. Any terms containing previously identified easy root terms (e.g., “dis-
ease” or “heart”) were subsequently removed, although “functional” stop words such as prepositions were excluded because they also occur in unfamiliar terms. Any term that appeared in the previously mentioned set of Reuters news articles were also removed. This reduced the total number of difficult terms to 4,851. The nodes representing these root terms were assigned the familiarity value of 0. Examples of the easy root terms include “hand,” “sad,” “pollution,” and “shoulder”; examples of the difficult root terms include “saccades,” “ptyalism,” “Orajel,” and “TSI.”

After calculating transitive closure of the preassigned nodes, 3,072 nodes that were not contained by the closure were removed. The resultant network had 31,638 nodes and 765,247 connections.

The network was then represented as a linear system $AV = H_1$. We used the MATLAB software application to solve the linear system. Because $A$ is large and sparse, calculating the inverse of $A$ is computationally expensive. MATLAB used Gaussian elimination with partial pivoting to calculate the solution, providing familiarity values for the 23,675 unknown nodes.

Validation
To validate the experimental results, we used data from two previously conducted consumer surveys described earlier. The surveys collected data on consumer familiarity with health-related terms.

For each term from the surveys, the percentage of subjects who recognized them in the survey study was calculated. This percentage, which we refer to as the survey score, is used in this study as an approximation of a term’s familiarity in the general consumer population. A small number (five) of the terms tested in the two surveys overlapped. For each of these overlapping terms, the average of the two survey scores was used. The range for both the context and survey scores is between 0 and 1, with 1 indicating maximum familiarity and 0 indicating minimum familiarity.

Not all surveyed terms were represented by nodes in the contextual network. Among the surveyed terms, 81 have context scores. For these 81 terms, we also calculated the number of letters and syllables per word, the term frequency, and the normalized (i.e., the log of) term frequency. Term frequency is obtained from the same MedlinePlus query corpus, which was used to construct the contextual network.

Pair-wise Spearman correlation coefficients were calculated for the survey scores, context scores, number of letters, number of syllables, term frequency, and normalized term frequency. The correlation coefficient between the survey and context scores was compared with the correlation coefficients between the survey score and the term frequency and between the survey score and the normalized frequency. Treating the survey score as the gold standard and the context score as the prediction, we also calculated the mean absolute error.

In the analysis, we did not include the familiarity scores generated by the previously developed frequency-based predictive model because the predictive model used three text corpora whereas the contextual network used only one corpus. One of the three corpora does not have contextual information, and the other two (queries and news articles) have different types of contexts.

Results
We found positive correlations between the survey score and the context score, term frequency, and normalized term frequency, and negative correlations between the survey score and the number of letters and syllables per word (Table 2). Among these, the correlation between the number of letters and the survey score was the only one that was not statistically significant.

Using the context score to predict the survey score, the mean absolute error was 0.104. The correlation between the context and survey scores was the strongest ($r = 0.773$, $p < 0.001$). Their correlation coefficient was higher than the coefficients between the survey score and the term and normalized term frequencies ($p \leq 0.012$). Consistent with the difference in correlation coefficients, we have observed

**Figure 1.** The network constructed based on the example in Table 1. Nodes 1 through 5 are unknown nodes, and nodes 6 and 7 are preassigned nodes. Nodes 8 and 9 are removed from the network because they fall outside the transitive closure of the preassigned nodes.
incidences in which the contextual network method assigned higher context score to some easier yet infrequent terms, and lower scores to more difficult yet more frequent terms. A few examples are shown in Table 3.

**Discussion**

**Significance**

There are limited methods available for predicting the general public’s familiarity with a word or term (i.e., the difficulty of a word or term). Because the word length and word list approaches have serious shortcomings when applied to the health domain, we previously developed a text-frequency based predictive model for health term familiarity. Nevertheless, we have observed that term frequency in health text corpora does not correlate strongly with term familiarity. This article describes a context-based method to estimate term familiarity; to the best of our knowledge, no context-based methods have been developed to assess the consumer familiarity with health-related or general terms.

The contextual network method was designed based on the assumption that difficult terms tend to occur in the context that contain other difficult terms and easy terms tend to occur in the context that contain other easy terms. The approach was validated using data from two previous conducted surveys. When using the context score to predict the survey score, a mean absolute error of 0.104 was observed.

The correlation coefficient between the context and our gold standard survey scores was 0.773 ($p < 0.001$). It is significantly higher than the correlation coefficient between the survey score and the term frequency, normalized term frequency, and number of letters and syllables per word ($p \leq 0.012$). We also observed empirical evidence suggesting that the context-based approach could complement the frequency-based approach in that it could assign high familiarity scores to low-frequency terms and vice versa.

**Limitations**

Although the method does not rely on frequency, the familiarity estimation it provides for very low frequency terms can be unreliable. The reason is simple: the text corpus in which a very low frequency term occurs also offers very little context information for the term.

Another challenge in using this method is that it requires the identification of very easy and very difficult terms as root terms. Existing easy term lists tend to be short or lack health words, and lists of very difficult health terms are even harder to find. As a result, we created our own list of root terms in the experiment. Fortunately, it was more feasible to identify a set of extremely easy and difficult terms than to assign familiarity values to the tens of thousands of terms that are neither extremely easy nor extremely difficult.

The use of query log in the experiment has pros and cons. The queries do reflect actual consumer usage and the data...
set is large, although the consumers who searched for health information online are likely to be more educated and well-versed in health terminology than those who did not. The context determination in the query log also was not very accurate because of the lack of user information. In the future, we intend to explore consumer-authored blogs. The use of survey data as the gold standard for consumers’ familiarity with health terms also is not optimal because the surveys were relatively small in size. There, however, is a lack of more comprehensive data on health term familiarity in the lay population.

The context score and the score generated by the previously published frequency-based predictive model were not directly compared because the predictive model used three different text corpora and the contextual network used only one of them. One of the other two corpora is a query log set that does not provide context information; the third is a set of newspaper articles, which has a different type of context and domain coverage from the query log set we used. Given that the contextual network method is new, we considered it more appropriate to first experiment with one text corpus. A common critique we have encountered in our CHV research is that consumers have such diverse backgrounds that it is not appropriate to regard them as one group of users or audience. We acknowledge that there are diverse groups in health care consumers and that their usage of and familiarity with health terms can vary significantly. This is the reason why we do not simply categorize terms as easy or difficult; instead, term familiarity has been treated by us as a continuous variable.

On the other hand, at least two issues remain: (1) By our definition, terms with a higher familiarity score are likely to be recognized by more consumers, but we cannot yet predict who exactly will or will not recognize the terms; (2) although vocabulary familiarity is not a new concept and different methods13,17,27 have been developed to assess an individual’s vocabulary knowledge, it is still a fuzzy concept and no definitive measurement has emerged.

Future Work
The computer-generated context scores need to be evaluated through user studies that involve diverse consumers groups. The ultimate validation of the scores will be their use by consumer health applications such as tools to improve content readability.

We have published the context-based familiarity scores in the Open-Access Collaborative (OAC) CHV (www.consumerhealthvocab.org) distributions to invite usage and scrutiny by other researchers. For future studies, we will also experiment with different ways to combine the context-based scores with the frequency-based scores and the use of additional text corpora.

Conclusion
We developed a new contextual network method to predict the consumer familiarity with health terms and applied it to a large health text corpus. For validation, data from two previous pilot survey studies were used. The contextual network results correlated with the survey results \( r = 0.773, p < 0.001 \). We believe the context-based approach provides an alternative to the existing term familiarity assessment methods.
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