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ABSTRACT

Objective Medication information comprises a most valuable source of data in clinical records. This paper describes use of a cascade of machine learners that automatically extract medication information from clinical records.

Design Authors developed a novel supervised learning model that incorporates two machine learning algorithms and several rule-based engines.

Measurements Evaluation of each step included precision, recall and F-measure metrics. The final outputs of the system were scored using the i2b2 workshop evaluation metrics, including strict and relaxed matching with a gold standard.

Results Evaluation results showed greater than 90% accuracy on five out of seven entities in the name entity recognition task, and an F-measure greater than 95% on the relationship classification task. The strict micro averaged F-measure for the system output achieved best submitted performance of the competition, at 85.65%.

Limitations Clinical staff will only use practical processing systems if they have confidence in their reliability. Authors estimate that an acceptable accuracy for such a working system should be approximately 95%. This leaves a significant performance gap of 5 to 10% from the current processing capabilities.

Conclusion A multistage method with mixed computational strategies using a combination of rule-based classifiers and statistical classifiers seems to provide a near-optimal strategy for automated extraction of medication information from clinical records.

Many of the potential benefits of the electronic medical record (EMR) rely significantly on our ability to automatically process the free-text content in the EMR. To understand the limitations and difficulties of exploiting the EMR we have designed an information extraction engine to identify medication events within patient discharge summaries, as specified by the i2b2 medication extraction shared task.

BACKGROUND

In the literature, a number of studies have focused on the drug recognition task, and most of them have used a rule-based approach. For example, the earliest work we have found is the CLAPIT natural language processing system. In this work, the extraction targets were drug and dosage phrases and the researchers achieved an F-score of approximately 86.7% in exact matches. In the work of Sirohi and Peissig, the drug extraction relied on a carefully selected drug lexicon. They reported a high recall of 95.8%, but lower precision of 54.6%. A recent study by Gold et al documented a rule and lexicon-based approach for extracting medication information, which achieved an F-score of nearly 87.9% for the drug extraction.

Compared with the previous studies, the i2b2 workshop definition for the medication information is much broader, and includes the medication name, dosage, mode of administration, frequency, duration and its offset, reason, and their offsets in each case, and found in list/narrative of the text. Unlike the systems described in the literature, we used a supervised machine learning-based approach which integrated rule-based methods. The final results show this approach is better than the rule-based approach which was adopted by other teams in the challenge.

METHODS

Challenge requirements

For the 2009 i2b2 challenge, the main objective is to provide accurate and comprehensive information about the medications a patient has been administered based on the evidence appearing in the textual records. For each medication entry, the information that needed to be extracted included medication name, dosage, mode of administration, frequency, duration, reason, and context. Multiple medication entries should be generated if the medication is a change of dosage or multiple dosages, modes, frequencies, durations and reasons (see figure 1 in online appendix at http://jamia.bmj.com).

Corpus description

The challenge corpus is composed of 1249 patient discharge summaries provided by Partners Healthcare. It was split into training (696 records) and test (553 records) sets. From the training set, we selected 145 of the longest records, because the longer records always contain more medication information than the shorter records. Two team members, one researcher and one physician, manually annotated these records. A sequential annotation strategy was adopted, in which the physician annotated the records first and the researcher revised them.

The classification strategy

Our approach is a cascade of machine learning classifiers, which integrated some rule-based methods. The two machine learners adopted were conditional random fields (CRF) and support vector machines (SVM). The first machine learner was used to identify named entities, while the
second was utilized to classify the relationships between two entities.7 Figure 2 shows the system architecture. From this diagram, every record in the corpus moves through the pre-processing engine, which includes a sentence boundary detector and a tokenizer. The sentence boundary detector relies heavily on a precompiled lexicon. This lexicon was generated from the training set which stored the abbreviations embedded with a period, such as ‘q.i.d.’, ‘Dr.’, ‘h.s.’, ‘iv.’ etc. If there was a period/exclamation/question mark at the end of the current token, and this token was not included in the lexicon, and the next token was capitalized, then it ended a sentence. In this way, the records were split into sentences. The tokenizer was a white space tokenizer specified by the challenge.

After this preprocessing, seven CRF feature sets were prepared to train the CRF to identify the named entities, which were sent to the SVM feature generator. The feature sets were composed of a local context feature set and a semantic feature set. These feature sets were used to train the SVM to classify the relationship between two entities.

The context engine was a rule-based engine, which identified whether or not the medication was under a medication heading in the report. Finally, when the results from the CRF, SVM and context engine were ready, the medication entry generator generated the medication entities according to the format defined for the challenge.

The CRF experiment for named entity recognition
The purpose of this experiment is to extract the medication, dosage, mode, frequency, duration and reason entities. Six feature sets and a five-word window around each word constituted the feature model. The feature sets were:
1. Drug feature set: a combination of the results from the drug lexicon verification, drug gazetteer lookup, drug pattern mapping engine, and negation engine.
2. Dosage feature set: derived from the dosage gazetteer lookup and the dosage mapping engine.
3. Mode feature set: derived from a mode gazetteer lookup. The mode gazetteer was generated from the training set, with 60 names.
4. Frequency/duration feature set: the frequency/duration was generated with the same approach as the dosage feature set.
5. Reason feature set: a combination of the results from ‘text to SNOMED CT’ conversion process,8 with compilation of a reason gazetteer and reason prediction engine, but using only the ‘clinical finding’ category in SNOMED CT.
7. Five-word context window: the selection of window size was a separate process. Nine different context word window sizes (2–10) were experimented with, the results showing that the five-word window size was optimal.

Many other features were experimented with such as the part of speech features, orthographic features, and medical category for each word. However, the best performance was obtained from the seven feature sets (see appendix table 1, available online only at http://jamia.bmj.com).

The SVM experiment for relationship identification
In order to connect the six entities to generate full medication entries, an SVM was used to classify the relationships between entity pairs of a medication and its related five entities once the name entity recognition (NER) task was completed (see figure 3 and table 2, both available in online only appendix at http://jamia.bmj.com). Six feature sets for computing valid relationships between entity pairs were used to train the SVM, consisting of local context features and semantic features:
1. Local context features:
   a. three words before and after the first entity
   b. three words before and after the second entity
   c. words between the two entities
   d. words inside of each entity.
2. Semantic features:
   a. the types of the two entities determined by the CRF classifier
   b. the entity types between the two entities.

The feature selection mechanism is the same as for NER feature selection.

Context engine
The context engine identifies the medication entry under the special section headings, such as ‘medications on admission:’, ‘discharge medications:’, etc, or in the narrative part of the clinical record. There are four stages to identifying whether the medication entry is in these sections or not, which result in finding the span between the medication heading and the next heading, and if the medication event appears in this span, it should be extracted as valid.

Medication entry generator
The medication entry generator is the final step in this system and is responsible for assembling all the components into the final medication event entries based on having established their relationships. The results from the previous steps are used here, namely CRF, SVM and context engine. Two different strategies
are required in this step (see figure 4, available in online only appendix at http://jamia.bmj.com):
1. Using the SVM results to identify the medication entries:
   The context value (list/narrative) is determined by the context engine. The algorithm which is used to build
   medication entries is based on the position rule of each entity and the total number of elements in each entity type.
   Seven different cases can be defined.
   a. In the first case the total number of elements in each entity is less than two so two medication entries should be
      generated, since the keywords like ‘increase’, ‘decrease’, always means a change of dosage.
   b. Otherwise, only one medication entry should be generated.
   c. Two dependent frequencies should be connected together,
      thus, only one medication entry should be generated (see figure 5, available in online only appendix at http://jamia.
      bmj.com).
   d. Otherwise two separate medication entries are required.
2. The position rule is adopted in the three cases where (see figure 6, available in online only appendix at http://jamia.
   bmj.com):
   a. The total number of elements for any two entity types is
      greater than 1 and the remaining elements less than 2.
   b. The total number of elements for any three entity types is
      greater than 1 and the remaining elements less than 2.
   c. The total number of elements for each entity type is
      greater than 1.
3. Individual medication generation:
   If the medication in the clinical notes does not have any
   relationships with other entity types, it will be missing from
   the SVM result. Consequently, this medication should be
   withdrawn from the CRF results and an individual medica-
   tion entry generated for it. The value for the context (list/
   narrative) also comes from the context engine, as in the
   previous step.

**RESULTS**

Table 3 summarizes our system performance for medication
extraction on the 251 test records. ‘Patient level’ in column 3
means every token in the entity is evaluated individually while
the whole entity will be evaluated at the ‘system level’. In the
patient-level case, all notes, regardless of length will have equal
weighting for the final F-score (macro-averaging over the notes).

On the other hand, with system level performance, a note with
more medication entries would have more effect on the final
score (micro-averaging over all entries).

**DISCUSSION**

**Conditional random fields experiment results analysis**

Reason and duration are the most difficult entities to recognize
(their average F-score is approximately 50%, while the mode,
and frequency perform best with an average F-score greater
than 90%). This occurs because of the much smaller frequencies
for the reason and duration than the other four entity types.

Reason extraction, in our system, depends heavily on the
finding category in SNOMED CT and the performance of the
text to SNOMED CT process. However, the finding category is
not a good match to the reason entities in the clinical notes, due
to the many varied ways reason can be expressed that will not
exist in SNOMED CT, as well as the manner in which reasons
can be ambiguously expressed.

**Support vector machine experiment results analysis**

The SVM experiments determined relationships between enti-
ties. If medication and its reason is in a single sentence, focus is
on the pairs found in one sentence. However, sometimes medi-
cation and its reason could be distributed across two contiguous
sentences. A high performance is achieved in which the F-score
for the ‘has relation’ set of the single sentence level is 97.55%,
while 95.91% is achieved in the paired sentence level, indicating
little if any systematic errors. The performance for the single
sentence level is higher than the two sentence level due to the
greater number of combinations of entity pairs contained in
paired sentences. This is the reason for only considering the
relationship of the ‘medication—reason’ pair in the paired
sentence model as a supplement to the related pairs gathered in
the single sentence level. The remainder of the relationships
identified in the paired sentences are not used in the system.

**Final results analysis**

Due to the errors in the NER, relationship classification and
medication entry generator, the final F-scores for each entity
type are lower than in the NER processing.

The final score for the exact match medication entry was
85.65%. The main reason for the performance decrease in
dosage, mode, frequency, duration and reason is because of the

**Table 3** Final evaluation scores for NER and relationship classification (reference to appendix table 3, available online only)

<table>
<thead>
<tr>
<th></th>
<th>Exact</th>
<th>Inexact</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Horizontal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Med-entry</td>
<td>0.8962</td>
<td>0.8202</td>
</tr>
<tr>
<td></td>
<td>0.8962</td>
<td>0.8138</td>
</tr>
<tr>
<td>Drug</td>
<td>0.9085</td>
<td>0.8598</td>
</tr>
<tr>
<td></td>
<td>0.9087</td>
<td>0.8588</td>
</tr>
<tr>
<td>Dosage</td>
<td>0.9189</td>
<td>0.8678</td>
</tr>
<tr>
<td></td>
<td>0.9125</td>
<td>0.8646</td>
</tr>
<tr>
<td>Mode</td>
<td>0.9073</td>
<td>0.8915</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.9038</td>
<td>0.8894</td>
</tr>
<tr>
<td></td>
<td>0.9142</td>
<td>0.8795</td>
</tr>
<tr>
<td>Duration</td>
<td>0.9144</td>
<td>0.8774</td>
</tr>
<tr>
<td></td>
<td>0.5604</td>
<td>0.3709</td>
</tr>
<tr>
<td>Reason</td>
<td>0.4962</td>
<td>0.3805</td>
</tr>
<tr>
<td></td>
<td>0.6687</td>
<td>0.3319</td>
</tr>
<tr>
<td></td>
<td>0.5873</td>
<td>0.3571</td>
</tr>
</tbody>
</table>

NER, name entity recognition.

low recall for medication in the NER (computed using CRF). Another factor is the low performance of reason extraction by the NER. The frequency of appearance of multiple reasons is relatively high, and the multiple reasons should be used to construct multiple medication entries (see example 2 in appendix figure 1, available online only). In this way, the loss in reason recognition has led to the decrease in recall of all other entity types and the medication event.

CONCLUSIONS

We have introduced a complex machine learning model that was designed to participate in the 2009 i2b2 medication extraction challenge. This model was based on a cascaded approach, which integrated CRF, SVM and several rule-based engines. The final results demonstrated this system performance was optimal relative to other participants (see table 4, available in online only appendix at http://jamia.bmj.com).

From the NER experiment, it is obvious that duration and reason were the two weakest parts and need to be improved. Precision and recall are both important for clinical staff who will only use practical processing systems if they have confidence they will return all and only the wanted results. The experience we have had in a variety of hospital settings leads us to believe that an acceptable level of performance would have to be minimally $F > 90.0$ and perhaps $F > 95.0$. As our current processing capabilities are just below 86% this leaves a significant gap of 5–10% to reach an acceptable level of accuracy.
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