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ABSTRACT
Objective We describe an approach for modeling temporal relationships in a large scale association analysis of electronic health record data. The addition of temporal information can inform hypothesis generation and help to explain the relationships. We applied this approach on a dataset containing 41.2 million time-stamped International Classification of Diseases, Ninth Revision (ICD-9) codes, from 1.6 million patients.

Methods We performed two independent analyses including a pairwise association analysis using a \( \chi^2 \) test and a temporal analysis using a binomial test. Data were visualized using network diagrams and reviewed for clinical significance.

Results We found nearly 400,000 highly associated pairs of ICD-9 codes with varying numbers of strong temporal associations ranging from \( \geq 1 \) day to \( \geq 10 \) years apart. Most of the findings were not considered clinically novel, although some, such as an association between *Helicobacter pylori* infection and diabetes, have recently been reported in the literature. The temporal analysis in our large cohort, however, revealed that diabetes usually preceded the diagnoses of *H pylori*, raising questions about possible cause and effect.

Discussion Such analyses have significant limitations, some of which are due to known problems with ICD-9 codes and others to potentially incomplete data even at a health system level. Nevertheless, large scale association analyses with temporal modeling can help provide a mechanism for novel discovery in support of hypothesis generation.

Conclusions Temporal relationships can provide an additional layer of meaning in identifying and interpreting clinical associations.

INTRODUCTION
One of the most notable aspects of the ongoing adoption of electronic health records (EHRs) is the huge amount of clinical information entered by hundreds, or even thousands, of clinical care providers. By analyzing these large datasets it is possible to discover clinically relevant associations that may not have been noticed by individual clinicians but might become apparent only when data are aggregated on a broad scale.

Reports of clinical associations have appeared for decades, but only recently have these discoveries been derived from mining EHR data on a large scale. These studies have included various data sources such as International Classification of Diseases, Ninth Revision (ICD-9) codes, free text problems in a problem list, medications, and even data from clinical reports extracted via natural language processing.1–14

BACKGROUND
Previously, we reported an association analysis that was conducted with 1.5 million free text ‘problems’ (ie, diagnoses) from 327,000 patients in an EHR.5 We demonstrated that the approach detected many well-known relationships but also revealed lesser known and potentially novel associations. A major limitation of this analysis was the lack of temporal information, which made it difficult to hypothesize about potential cause and effect. However, various data mining approaches have taken temporal relationships into account.7 15–20

In this study we report on an easily implementable approach that accounts for temporality among pairwise clinical associations. We describe our method and its application to a large dataset containing ICD-9 codes. With this approach we were able to delineate further details about some of our prior findings with the additional element of time included for interpretation. We also report on other findings and compare them to recent reports in the literature.

METHODS
Empiric dataset
We utilized a de-identified dataset obtained from the University of Michigan Health System, encompassing all specialties, age groups, and patients seen in the hospital setting as well as multiple ambulatory outpatient clinics located in southeastern Michigan. The dataset can be viewed as triplets of a unique patient identifier (not tied to the medical record), an ICD-9 code, and a relative time stamp in units of days. This represented a snapshot of our entire health system and included all patients with an ICD-9 code over a span of two decades. The first recorded code of each patient was assigned time 0 with subsequent events defined as the number of days from that time. The dataset included approximately 41.2 million time-stamped ICD-9 codes from 1.62 million unique patients. The time span for events among patients ranged from a single day to 22 years. There were 14,499 distinct ICD-9 codes; a total of 991 codes appeared only once in the entire dataset, while the most frequently occurring code (‘acute respiratory infection, unspecified site’, ICD 465.9) appeared in 171,406 distinct patients. Our medical school’s institutional review board reviewed and approved this study. Two independent analyses were conducted on this dataset: a pairwise association analysis and a temporal analysis.

Pairwise association analysis
We first conducted a pairwise association analysis among the codes in the dataset. The number of
possible pairs among codes is \((n^2-n)/2\), where \(n\) is the number of distinct codes, yielding 105.1 million combinations. However, to help us focus on what were likely to be the strongest associations and to reduce the number of results to a more reasonable amount, we first pruned the dataset by including only (1) codes that appeared in at least 30 patients; and (2) code pairs in which at least 10 patients shared the same two codes. These two steps eliminated 5898 distinct codes and 102.0 million (97%) comparisons. However, this still left 5.07 million unique pairwise associations for computation and removed only 495 patients from the analysis.

Associations were determined using a Pearson’s \(\chi^2\) test with Yates’ continuity correction on \(2\times2\) contingency tables for each diagnosis pair. Each \(2\times2\) table included the numbers of (i) ‘a’ patients who had occurrences of both code \(X\) and code \(Y\), (ii) ‘b’ patients who had code \(X\) but not code \(Y\), (iii) ‘c’ patients who had code \(Y\) but not code \(X\), and (iv) ‘d’ patients who had neither code \(X\) nor code \(Y\) in their records. For each code pair we recorded the \(p\) value, \(\chi^2\) statistic, and the OR (ie, \((ad)/(bc))\).

Since our goal was exploratory data analysis of diagnosis pairs rather than hypothesis testing, we did not identify a threshold for significance or correct for multiple hypothesis testing. Our goal was to identify associations of interest by ranking the evaluated pairs. In fact, it is likely that the most ‘significant’ code pairs are the more well-known associations, whereas the less significant associations might be better starting points for more in-depth clinical analysis. All statistical tests were conducted using R for OS X V 2.13.2.

### Temporal analysis

In addition to computing the measures of association, we independently assessed the temporal direction of the association as follows. Given codes \(X\) and \(Y\), for each patient record in which both codes appeared, we counted the number of times code \(X\) appeared before code \(Y\), or vice versa, using only the initial instance of each code. Ties were not counted. The counts for each code pair were then compared using an exact binomial test in R with a hypothesized probability of success equal to 0.5. Direction was determined by the code that appeared first more often and the magnitude was represented by the \(p\) value resulting from the binomial test. In order to explore relationships across various time scales from the short to the long term, the temporal analysis was conducted using five time frames for differences between each code pair: (1) \(\geq 1\) day apart, (2) \(1−50\) days apart, (3) \(\geq 1\) year apart, (4) \(\geq 5\) years apart, and (5) \(\geq 10\) years apart. For example, in instance (4) only time differences that were 5 or more years apart between the first instances of two codes were considered; all time differences shorter than 5 years were considered ties and were not counted.

### Data exploration

The final dataset was reviewed for clinically interesting associations in a manner comparable to our earlier work.3 Results were compared to those uncovered in our prior analysis as well as to other associations recently reported. Various approaches have been utilized for visualizing association and temporal data analyses to aid in discovery including network graphs, timelines, and even three-dimensional graphs.6 7 11 16 18 21 In the current study we visualized the results using network graphs to better understand potential interactions between multiple nodes. In these graphs a node represents an ICD-9 code and an edge represents a significant association between two codes. Arrows represent the temporal relationship with the arrowhead pointing to the lagged code. Node size, as seen in Figures 1–5, represents the log of the number of patients with that code in the dataset, and the node color is based on high-level ICD-9 categories of disease processes. All graphs were created with Cytoscape V 2.6.322 using a force-directed layout. A script was written to generate graphs that included nodes based on various inclusion/exclusion criteria. The \(\chi^2\) statistic, OR, and \(p\) values were all used as thresholds to determine which nodes should be included. This allowed for variations in both the strength of the association and the strength of the temporal relationship.

### RESULTS

Among the 5.07 million unique pairs in our final dataset, 397 717 pairs had a \(\chi^2\) statistic \(\geq 800\), equivalent to an uncorrected \(p\) value of approximately \(1.0\times10^{-17}\). There were 28 375 pairs with an OR \(\geq 200\). With respect to the binomial test performed to determine temporal significance, and using a \(p\) value of \(\geq 1.0\times10^{-30}\) as a threshold, there were 51 219 pairs using the \(\geq 1\) day apart relationship, 3052 pairs \(1−30\) days apart, 54 831 pairs \(\geq 1\) year apart, 46 499 pairs \(\geq 5\) years apart, and 17 750 pairs \(\geq 10\) years apart. Figures 1–5 display network graphs constructed from the relationships uncovered in the analysis using various thresholds for inclusion. These comprise the strength of the pairwise association as well as the strength of the temporal relationships using several time ranges. High-resolution images, as well as interactive Cytoscape files containing the networks for figures 1–5, are available as an online supplement. Table 1 displays several interesting clinical associations, some of which are described below. Some of the associations were included in the table as a comparison to results from our previous study of clinical diagnoses in a free text problem list,5 whereas others were included because they have recently been reported in the literature and media. In all cases, ‘interesting’ is defined subjectively by the authors, although all of the associations reported in table 1 are thought to be poorly known or unknown in the medical community. Tables 2–4 display the top 10 associations based on the \(\chi^2\) statistic, OR, and temporal relationship \(p\) values, respectively.

Figure 6 demonstrates the temporal nature of the data with a timeline visualization of three codes with respect to chronic fatigue syndrome (CFS, ICD 780.71). In this example, the temporal associations are determined using the \(\geq 1\) day apart threshold, which is any code not falling on the solid vertical line, and the \(\geq 5\) years apart threshold, which includes any code that falls beyond the dashed vertical lines. For the \(\geq 1\) day range, intracranial injury (ICD 854.01) predominantly precedes CFS (\(p=2.82\times10^{-26}\)), whereas dysphagia (ICD 787.20) predominantly follows CFS (\(p=6.84\times10^{-17}\)). Voice and resonance disorder (ICD 784.49) does not demonstrate any notable temporal relationship to CFS (\(p=0.21\)). For the \(\geq 5\) year date range, 48 patients had an intracranial injury that preceded CFS by 5 or more years but none had an intracranial injury that followed CFS by 5 or more years (\(p=7.10\times10^{-15}\)). Likewise, 69 cases of dysphagia occurred \(\geq 5\) years after the diagnosis of CFS but no cases preceded CFS by \(\geq 5\) years (\(p=8.59\times10^{-21}\)). Voice and resonance disorders still showed no significant temporal relationship, with 35 patients having been diagnosed with CFS 5 or more years before the voice disorder and 57 patients being diagnosed with the voice disorder 5 or more years before the CFS (\(p=0.91\)). The ‘traditional’ association analysis had shown that, among these four codes, CFS was most strongly associated with the voice disorders (\(\chi^2=897.4\), \(p=5.27\times10^{-155}\)), followed by dysphagia (\(\chi^2=748.0\), \(p=1.09\times10^{-164}\)), and then intracranial injuries (\(\chi^2=29.7\), \(p=4.96\times10^{-5}\)).
In our prior analysis of free text problems, we found an association between shingles (ie, herpes zoster reactivation) and hypothyroidism. In the current analysis, we also found several similar associations including a temporal component with hypothyroidism preceding the shingles, the strongest of which is reported in table 1, row 1. The association was strongest with a minimum 5-year interval between the codes, meaning that the onset of the hypothyroidism preceded the shingles by at least 5 years. The temporal association was still present with a 10-year interval but was not as strong (table 1, row 2).

We compared a subset of the results from our previous analysis of free text diagnoses in a problem list to the associations uncovered in the current analysis. Unlike our previous findings, we could not find a strong association between tricuspid insufficiency (ICD 397.0) and ‘tobacco use disorder’ (ICD 305.1) (table 1). Additionally, we could not find an association between tricuspid insufficiency and ‘personal history of tobacco use’ (ICD V15.81). We did still find an association between smoking and acute appendicitis, but when temporality was taken into account over a period of 5 or more years, the appendicitis diagnoses preceded the smoking diagnoses by a factor of 5-to-1. Similarly, amyotrophic lateral sclerosis (ICD 335.20) was not significantly associated with smoking, contrary to what we had found previously.

We previously reported an intriguing association between cat bites and depression. At the time it was unclear how this finding might be explained, since temporal information was lacking (eg, perhaps people become depressed when bitten by their cats). There is no specific ICD code for cat bite, but ICD E906.3, typically used. In the current analysis there was a very strong association between depression (ICD 311) and animal bites (ICD E906.3), with a significant temporal relationship noted where the depression preceded the bite with time frames of ≥ 1 day, ≥ 1 year, and ≥ 5 years apart. In comparison, a specific ICD code does exist for dog bites (ICD E906.0). An association was found between dog bites and depression, but the association was much weaker and there was no statistically significant temporal relationship between the two.

The raw numbers for the potential cat bite/depression association show that there were 68,718 patients with depression and 800 patients with animal bites; 193 (24.1%) of those with an animal bite also had depression, whereas the prevalence of major depressive disorder in the adult US population is 6.7%. Among the 193 patients, 137 (71.0%) had a diagnosis of depression before a diagnosis of the animal bite, 54 had the animal bite diagnosis preceding the depression diagnosis, and two patients had both diagnoses added on the same day. Ten (5.2%) of these patients had at least one suicide attempt as recorded using ICD code E950.X (X represents any of the sub-codes including E950.1, E950.2, etc). Of these 10 patients with a suicide attempt, three had an animal bite which preceded both the depression and the suicide attempt.

Recent reports have suggested an association between gastric ulcers caused by H pylori and insulin resistance, a precursor to diabetes, and elevated hemoglobin A1c levels, a marker of diabetes, and it has been suggested that preventing this infection may prevent the onset of diabetes. There is no specific ICD code for elevated A1c, but there are codes for diabetes. In our dataset we found an association between gastric ulcers and

---

**Figure 1** Network graph showing high-level view of significant associations, without accounting for temporal relationships, using a threshold for inclusion of $\chi^2 \geq 800.0$ and OR $\geq 200.0$. This graph includes 6495 nodes and 28362 edges. Clusters of similar colors (ICD-9 categories) can be seen here; 66.5% of all pairs in this figure are between nodes of the same color/category. ICD-9, International Classification of Diseases, Ninth Revision.
diabetes; however, the temporal relationships did not support the causality. The two most strongly associated pairs were for acute ulcers which predominantly showed diabetes preceding the ulcers (table 1, rows 10 and 11). Among the 27 code pairs of diabetes (ICD 250.X) and chronic gastric ulcers (ICD 531.4–531.7), most were in the direction of diabetes→ulcer with the exception of one somewhat weak association showing the reverse direction (table 1, row 12). Furthermore, among the seven associations specifically between H pylori (ICD 041.86) and diabetes (250.X), all were either insignificantly temporally associated or significant only from diabetes→H pylori.

There were 757 associations in our final dataset related to H pylori. Among the top associations, nearly all were for gastric related issues which is what one would expect. One association stood out, however, as being clinically different from the rest: hyperlipidemia, ranked 22 in terms of strength of the association and 28 in terms of strength of the temporality, with the direction pointing from hyperlipidemia→H pylori. This relationship was present even over a 10-year span (table 1, rows 15–18). Indeed, there have been recent reports of this association, but they seem to suggest that the eradication of H pylori may lead to hyperlipidemia.27 28

Another recently reported association is that between diabetes and bladder cancer with the suggestion that diabetes may predispose individuals to develop bladder cancer.29 In our analysis we did find a strong association between the two (table 1, row 19), but the majority of cases were those in which the bladder cancer was diagnosed before the diabetes. Other interesting associations are also shown in table 1.

**DISCUSSION**

In this empirical study we have shown the feasibility of performing an association analysis with temporality taken into account using a large dataset obtained from an EHR. By varying the time scales for the temporal relationships, we observed both long term and short term associations. Such non-hypothesis driven approaches have been criticized in the past for lacking reliable and significant findings.30 31 However,
these approaches can be a first step toward revealing novel relationships among data that are captured as a part of routine clinical operations that may only become evident when aggregated over large numbers of patients. Further, while not hypothesis driven, these findings can be used to help generate hypotheses that might warrant further exploration or testing using controlled studies.

With such a large and varied dataset it may be difficult to assign true ‘significance’ to an association and p values should be interpreted with caution. However, we used these values simply as filtering parameters to reduce the data so that they could reasonably be explored. More important is the assignment of ‘clinical significance’ or ‘novelty’ to an association. This remains an ongoing challenge. It is clear from the data presented in tables 2–4 that those associations with the highest rankings are not of great value for novel discovery, and it will be necessary to explore ‘weaker’ associations if the goal is to find something new. Sophisticated approaches have been developed to detect novel relationships that might be missed with traditional association analyses, and automated measures of ‘interest’ have also been applied. However, even these approaches would still likely suffer from an inability to automatically separate the many clinically known associations from those that are still unknown without using an external data source for comparison.

Figure 3  Subset of network graph using the same threshold for criteria as in figure 2 except with a time frame for events between two nodes set at ≥5 years apart. The entire graph contains 191 nodes and 177 edges. The view shown here contains 19 nodes and 21 edges. The names of nodes are shown as well as the ICD-9 code in parentheses. ICD-9, International Classification of Diseases, Ninth Revision.

Figure 4  Subset of network graph using the same threshold for criteria as in figure 2 except with a time frame for events between two nodes set at 1–30 days apart. Thus, any relationship >30 days apart would be excluded. The entire graph contains 255 nodes and 203 edges. The view shown here contains nine nodes and five edges. The names of nodes are shown as well as the ICD-9 code in parentheses. ICD-9, International Classification of Diseases, Ninth Revision.
Prior studies have linked clinical data with external sources including MEDLINE and Wikipedia, suggesting that this approach might add valuable information. Additionally, ICD-9 codes often are not specifically mentioned, and this appears to be clinically mentioned, and this appears to be clinically relevant, regardless of a p value or OR.

A challenge to this approach with ICD codes, however, is that some codes themselves actually include temporal concepts such as ‘initial episode’ and ‘subsequent encounter,’ or ‘acute’ and ‘chronic.’ As is often the case, interpreting results still requires thoughtful consideration, regardless of a p value or OR.

The association between animal bites (presumably primarily cat bites) and depression remains interesting. This association was reported in our prior analysis of free text problems related to diabetes should be interpreted in that context. Additionally, ICD-9 codes often are not specific and some diagnoses that we had previously analyzed with our free text problem list could not reasonably be re-checked using the ICD-9 codes. Examples include granuloma annulare which can be included under ICD 695.89, a code for non-specific erythematous skin conditions, and primary sclerosing cholangitis which has a non-specific ICD code of 576.1 but which also includes other conditions involving inflammation of the bile ducts. Likewise, while a specific code for dog bites exists, there is not a similar code for cat bites, making interpretation of our findings limited. The granularity issue may be alleviated once the US switches from ICD-9 to ICD-10 in the coming years. However, this change will introduce its own complexity and computational challenges with the 150 000 or more codes resulting in nearly 12 billion possible pairwise comparisons. Our health system recently switched from a free text to a coded problem list, so in a few years we may have collected enough data for a similar analysis using a coded, clinically-oriented problem list instead. But limitations will continue to persist due to differences in what clinicians think...
is relevant for inclusion in a problem list\textsuperscript{40} and issues of data completeness.\textsuperscript{41, 42}

The first instance of a time-stamped code appearing in the medical record does not necessarily imply that the underlying event/diagnosis initially occurred at that time. At large tertiary care centers such as ours, many patients arrive with a pre-existing diagnosis or initial clinical presentation occurring elsewhere. Thus, even though we did not find a strong temporal

### Table 1

<table>
<thead>
<tr>
<th>Time frame</th>
<th>Initial code (A) — subsequent code (B)</th>
<th>Association $\chi^2$</th>
<th>Association p value</th>
<th>Association OR</th>
<th>Temporal p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Acquired hypothyroidism (244.9)</td>
<td>4686.9</td>
<td>&lt;5 × 10^{-324}</td>
<td>7.6</td>
<td>7.3 × 10^{-16}</td>
</tr>
<tr>
<td>d</td>
<td>Acquired hypothyroidism (244.9)</td>
<td>4686.9</td>
<td>&lt;5 × 10^{-324}</td>
<td>7.6</td>
<td>1.6 × 10^{-7}</td>
</tr>
<tr>
<td>a</td>
<td>Tricuspid insufficiency (397.0)</td>
<td>0.2</td>
<td>0.7</td>
<td>1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>a</td>
<td>Acute appendicitis (540.9)</td>
<td>266.4</td>
<td>6.9 × 10^{-60}</td>
<td>3.2</td>
<td>1.4 × 10^{-10}</td>
</tr>
<tr>
<td>a</td>
<td>Tobacco use disorder (305.1)</td>
<td>1.6</td>
<td>0.2</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>a</td>
<td>Depressive disorder (311)</td>
<td>771.3</td>
<td>9.4 × 10^{-170}</td>
<td>7.2</td>
<td>1.7 × 10^{-9}</td>
</tr>
<tr>
<td>a</td>
<td>Depressive disorder (311)</td>
<td>771.3</td>
<td>9.4 × 10^{-170}</td>
<td>7.2</td>
<td>2.3 × 10^{-8}</td>
</tr>
<tr>
<td>a</td>
<td>Depressive disorder (311)</td>
<td>771.3</td>
<td>9.4 × 10^{-170}</td>
<td>7.2</td>
<td>3.1 × 10^{-4}</td>
</tr>
<tr>
<td>a</td>
<td>Depressive disorder (311)</td>
<td>170.2</td>
<td>6.7 × 10^{-39}</td>
<td>2.7</td>
<td>0.88</td>
</tr>
<tr>
<td>a</td>
<td>Diabetes, no complications (250.00)</td>
<td>1800.0</td>
<td>&lt;5 × 10^{-324}</td>
<td>6.3</td>
<td>3.4 × 10^{-11}</td>
</tr>
<tr>
<td>a</td>
<td>Diabetes, no complications (250.00)</td>
<td>1334.3</td>
<td>3.9 × 10^{-292}</td>
<td>7.7</td>
<td>1.7 × 10^{-13}</td>
</tr>
<tr>
<td>a</td>
<td>Chronic gastric ulcer with perforation (531.6)</td>
<td>110.9</td>
<td>6.4 × 10^{-26}</td>
<td>5.8</td>
<td>8.4 × 10^{-6}</td>
</tr>
</tbody>
</table>

All temporal relationships in the table are shown going from code A (earlier) to code B (later), except where otherwise noted. The associations presented here are intended to be starting points for exploratory data analysis, not confirmed associations from hypothesis testing.

Temporal relationship reported for (a) ≥ 1 day apart, (b) ≥ 1 year apart, (c) ≥ 5 years apart, and (d) ≥ 10 years apart.

\textsuperscript{*}No temporal relationship existed.

ICD-9, International Classification of Diseases, Ninth Revision.

### Table 2

<table>
<thead>
<tr>
<th>Initial code (A) — subsequent code (B)</th>
<th>Association $\chi^2$</th>
<th>Association p value</th>
<th>Association OR</th>
<th>Temporal p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodular lymphoma, intra-abdominal lymph nodes (202.03)</td>
<td>121635.9</td>
<td>&lt;5 × 10^{-324}</td>
<td>152507.5</td>
<td>2.1 × 10^{-3}</td>
</tr>
<tr>
<td>Hodgkin’s paragranuloma, intra-abdominal lymph nodes (201.03)</td>
<td>1184098.3</td>
<td>&lt;5 × 10^{-324}</td>
<td>364158.1</td>
<td>3.1 × 10^{-15}</td>
</tr>
<tr>
<td>Screening for malignant neoplasm of cervix (V76.2)</td>
<td>1060924.6</td>
<td>&lt;5 × 10^{-324}</td>
<td>945.9</td>
<td>4.9 × 10^{-6}</td>
</tr>
<tr>
<td>Hodgkin’s paragranuloma, intrathoracic lymph nodes (201.02)</td>
<td>1050856.0</td>
<td>&lt;5 × 10^{-324}</td>
<td>291291.9</td>
<td>0.13</td>
</tr>
<tr>
<td>Hodgkin’s paragranuloma, intrathoracic lymph nodes (201.02)</td>
<td>987770.8</td>
<td>&lt;5 × 10^{-324}</td>
<td>649.6</td>
<td>4.9 × 10^{-4}</td>
</tr>
<tr>
<td>Kidney transplant (V42.0)</td>
<td>965736.3</td>
<td>&lt;5 × 10^{-324}</td>
<td>120866.3</td>
<td>1.0</td>
</tr>
<tr>
<td>Supervision, other normal pregnancy (V22.1)</td>
<td>927810.6</td>
<td>&lt;5 × 10^{-324}</td>
<td>4385.3</td>
<td>3.9 × 10^{-15}</td>
</tr>
<tr>
<td>Polio vaccination (V04.0)</td>
<td>916121.3</td>
<td>&lt;5 × 10^{-324}</td>
<td>663.5</td>
<td>4.9 × 10^{-4}</td>
</tr>
<tr>
<td>Polio vaccination (V04.0)</td>
<td>907463.5</td>
<td>&lt;5 × 10^{-324}</td>
<td>444.3</td>
<td>4.9 × 10^{-4}</td>
</tr>
</tbody>
</table>

ICD-9, International Classification of Diseases, Ninth Revision.
relationship between diabetes and bladder cancer, it may be because many patients first come to our health system through the cancer center for further treatment after being diagnosed with bladder cancer elsewhere. As a result, the bladder cancer would likely be coded before other secondary diagnoses such as diabetes. In this particular relationship the causality may also be due to certain medications rather than the diabetes itself, but we did not include medications in our analysis.

Nevertheless, that many health systems lack a ‘complete picture’ of all their patients is well known, and health information exchanges may play a role in resolving this issue.

Our analysis included all patients in our health system with ICD codes and thus is not subject to bias as a result of including only a sample of the population. However, it still only represents the experiences, and potential coding irregularities, of a single institution. What we found may not be corroborated by the findings of others, or vice versa. The following is a case in point: a recent report of clinical associations found that Kawasaki disease (ICD 446.1) was associated with autism (ICD 299.0), but we did not find a similar association among our large set of patients. In our set there were 736 patients with Kawasaki disease and 3275 patients with autism (ICD codes 299.0, 299.00, 299.01); only four patients had both conditions (\( \chi^2 \) p=0.10). Given that the prevalence of autism has been reported to be approximately 1.1%, the number of patients with Kawasaki disease who also had autism is actually less than we might expect by chance. Association analyses may become more powerful and reliable as data from multiple institutions are included, potentially as part of the envisioned ‘learning health system’ in which such data might flow freely for discovery.

Furthermore, including all patients in the analyses without dividing the population across clinically logical segments could also have influenced our findings. For example, prostate cancer only occurs in males, but the baseline population from which we constructed our 2×2 tables was presumably about half female, and also included many thousands of children. Similar sub-analyses could include patients from only one clinic at a time, since it may become easier to identify significant associations by grouping them according to clinic attendance or even distinguishing those who came locally from within the state or those who came via referrals for treatment of a rare disease. It also is important to note that even rich EHR data may not include important confounders that could impact the meaningful interpretation of findings. For example, the conclusions about animal bites should be

<table>
<thead>
<tr>
<th>Description (code A)</th>
<th>Description (code B)</th>
<th>Association ( \chi^2 )</th>
<th>Association p value</th>
<th>Association OR</th>
<th>Temporal p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malignant neoplasm of female breast (174.9)</td>
<td>Breast reconstruction following mastectomy (V51.0)</td>
<td>2358.2</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>Infinity*</td>
<td>3.0 \times 10^{-8}</td>
</tr>
<tr>
<td>Other malignant lymphoma (202.8)</td>
<td>Large cell lymphoma of head/face/neck (200.71)</td>
<td>5418.1</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>Infinity*</td>
<td>5.5 \times 10^{-10}</td>
</tr>
<tr>
<td>Essential hypertension (401.9)</td>
<td>Hypertensive heart and chronic kidney disease (404.11)</td>
<td>626.4</td>
<td>3.0 \times 10^{-138}</td>
<td>Infinity*</td>
<td>3.62 \times 10^{-7}</td>
</tr>
<tr>
<td>Cardiac dysrhythmia (427.9)</td>
<td>Anterior wall acute myocardial infarction (410.1)</td>
<td>336.7</td>
<td>3.30 \times 10^{-75}</td>
<td>Infinity*</td>
<td>0.04</td>
</tr>
<tr>
<td>Cardiac dysrhythmia (427.9)</td>
<td>Inferior wall acute myocardial infarction (410.4)</td>
<td>436.0</td>
<td>7.98 \times 10^{-93}</td>
<td>Infinity*</td>
<td>2.6 \times 10^{-3}</td>
</tr>
<tr>
<td>Primary cardiomyopathy (425.4)</td>
<td>Peripartum cardiomyopathy (674.5)</td>
<td>2815.9</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>Infinity*</td>
<td>8.68 \times 10^{-7}</td>
</tr>
<tr>
<td>History of malignant breast cancer (V10.3)</td>
<td>Breast reconstruction following mastectomy (V51.0)</td>
<td>7044.4</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>Infinity*</td>
<td>1.86 \times 10^{-9}</td>
</tr>
<tr>
<td>Hodgkin’s paragranuloma, intra-abdominal lymph nodes (201.03)</td>
<td>Hodgkin’s paragranuloma, intrapelvic lymph nodes (201.06)</td>
<td>1154416.3</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>694315.3</td>
<td>0.02</td>
</tr>
<tr>
<td>Drowning and nonfatal submersion (994.1)</td>
<td>Accidental drowning and submersion (E910.8)</td>
<td>379000.0</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>518415.4</td>
<td>0.03</td>
</tr>
<tr>
<td>Poisoning by antimalarial drugs (961.4)</td>
<td>Adverse effect of antimalarial drug (E931.4)</td>
<td>1184098.3</td>
<td>( &lt;5 \times 10^{-324} )</td>
<td>364158.1</td>
<td>3.11 \times 10^{-15}</td>
</tr>
</tbody>
</table>

*This pair of codes only appeared together in each patient in which they were listed.

ICD-9, International Classification of Diseases, Ninth Revision.
Figure 6: Timeline visualization of three codes with respect to chronic fatigue syndrome (ICD 780.71). Time zero (solid vertical line) represents the occurrence of code 780.71, and each dot represents a single patient’s first occurrence of one of the other three codes with respect to 780.71. The dashed vertical lines represent the 5-year time window for longer term temporal associations. Any dot that falls within the dashed lines would not be counted for the ≥5-year interval, although it would be considered for the ≥1-day interval as long as it did not fall exactly on time zero.

interpreted in the context of the prevalence of animal ownership in the overall study population.

Even though two codes may be strongly associated and temporally correlated, these relationships still do not prove causation. In many cases one may simply precede the other as patients age. Figure 5 shows strong associations between two codes over a 10-year period, including myopia (ICD 367.1)→astigmatism (ICD 367.20). An association between myopia and astigmatism is known, and in at least one study of children it was shown that astigmatism often preceded myopia. However, our dataset does not contain the age of the patients so we are unable to report on age-dependent differences regarding the development of these two conditions. Similarly, in table 2, polio vaccination (ICD V04.0) preceded MMR vaccination (ICD V06.4). Since the polio vaccine is first given at age 2 months whereas MMR is not given until 12 months, such a temporal relationship is expected.

The network graphs themselves should be interpreted with caution. Because only pairwise associations were calculated, any network with more than two interconnected nodes may represent an agglomeration of multiple patients with non-overlapping issues. Thus, even though the pattern A→B→C may be observed, it is possible that patients with pattern A→B are not the same patients who have pattern B→C (figure 1B). Approaches do exist that consider these longer episodes among a group of patients.

It is also important to understand how codes might be used over time. Figure 5 shows supervision of a normal pregnancy (ICD V22.1) preceding a labor and delivery code for advanced maternal age (ICD 659.63) by 10 years or more. Clearly, these were not the same pregnancies. This spurious association demonstrates that care must always be taken in interpreting the results. It is possible that some of our associations were actually found in a mix of children and elderly patients, two populations that can sometimes have higher rates of similar diagnoses, ranging, for example, from pneumococcal bacterial infections to fractures. While we do not know of such spurious associations occurring in our dataset, it remains possible without knowing other details about the patients such as their age. The ‘Yule-Simpson paradox’, in which conclusions made from population-level aggregated data can conflict with conclusions made from the same data analyzed separately as sub-populations, is an important methodological consideration that our broadly collected dataset is not adequate to address.

Other temporal relationships observed were likely due to coding changes. For example, a very strong association was found between ‘gynecological examination’ (ICD V72.3) and ‘routine gynecological examination’ (ICD V72.31), and the temporal relationship was from V72.3→V72.31 (p<5×10−324). This is almost certainly due to the fact that in the year 2005 code V72.3 was expanded into sub-codes and was thus replaced by V72.31 for routine exams.

To further explore the relationship between the results from the separate analyses we conducted, we constructed an empirical q-q plot (available as an online supplement) comparing the ordinal quartiles of p values of our temporal associations against the standard pairwise associations. This confirmed that the top temporal associations captured qualitatively different information than the top standard associations. In particular, the temporal associations further ‘scatter’ and rank order the highly significant pairwise associations. Thus, the top significant temporal associations are predictive of the pairwise associations but not vice versa. Therefore one application of our methodology is as an approach to further prune the space of initially discovered associations to take into account temporal information. Finally, we performed a Kolmogorov-Smirnov test and confirmed the rejection of the null hypothesis that the temporal association quartiles and standard association quartiles are drawn from the same distribution.

CONCLUSION

Despite the limitations, we believe that the approach presented here could provide benefit to those trying to elucidate novel associations from EHR data and could lead to new discoveries or additional confirmatory research. Furthermore, incorporating non-EHR data would represent yet another step towards large scale phenotype-wide association studies (PheWAS).

Our goal in this paper has been to present an exploratory data analysis technique for extracting temporal associations with applications to massive volumes of data in EHR. We have demonstrated that including temporal constraints in a traditional association analysis can reveal patterns of potential interest. Our technique could potentially be utilized in a hypothesis testing framework by incorporating reference populations that control for underlying variables, by separating causation structures from mere temporal sequentiality, by designing new information-theoretic criteria that separate novel patterns from ‘expected’ patterns, and by setting controls for multiple hypothesis testing (eg, using q values). Designing such a comprehensive framework is an object of future study.
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