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ABSTRACT

Objective Medication safety requires that each drug be monitored throughout its market life as early detection of adverse drug reactions (ADRs) can lead to alerts that prevent patient harm. Recently, electronic medical records (EMRs) have emerged as a valuable resource for pharmacovigilance. This study examines the use of retrospective medication orders and inpatient laboratory results documented in the EMR to identify ADRs.

Methods Using 12 years of EMR data from Vanderbilt University Medical Center (VUMC), we designed a study to correlate abnormal laboratory results with specific drug administrations by comparing the outcomes of a drug-exposed group and a matched unexposed group. We assessed the relative merits of six pharmacovigilance measures used in spontaneous reporting systems (SRSs): proportional reporting ratio (PRR), reporting OR (ROR), Yule’s Q (YULE), the χ² test (CHI), Bayesian confidence propagation neural networks (BCPNN), and a gamma Poisson shrinker (GPS).

Results We systematically evaluated the methods on two independently constructed reference standard datasets of drug–event pairs. The dataset of Yoon et al contained 470 drug–event pairs (10 drugs and 47 laboratory abnormalities). Using VUMC’s EMR, we created another dataset of 378 drug–event pairs (nine drugs and 42 laboratory abnormalities). Evaluation on our reference standard showed that CHI, ROR, PRR, and YULE all had the same F score (62%). When the reference standard of Yoon et al was used, ROR had the best F score of 68%, with 77% precision and 61% recall.

Conclusions Results suggest that EMR-derived laboratory measurements and medication orders can help to validate previously reported ADRs, and detect new ADRs.

INTRODUCTION

Pirmohamed et al1 defined an adverse drug reaction (ADR) as ‘any undesirable effect of a drug beyond its anticipated therapeutic effects occurring during clinical use’. ADRs comprise a major public health problem accounting for up to 5% of hospital admissions,4 28% of emergency department visits,2 and 5% of hospital deaths.3 Most ADRs due to prescribing errors are potentially preventable.4 However, premarking clinical drug trials may not detect other types of ADRs because such studies are often small, short, and biased by the exclusion of patients with comorbid disease. Thus, premarking trials do not reflect actual clinical medication use situations for diverse (eg, inpatient) populations. Those ADRs not discovered until the post-marketing phase may result in patient morbidity due to the slow and incomplete spontaneous reporting systems (SRSs) currently used to detect such ADR signals.5 Moreover, the current regulatory environment encourages efficacious drugs to be brought to market as soon as possible.6 Thus real-time clinical post-marketing surveillance is increasingly important, as exemplified by recent market withdrawals of numerous drugs such as Rofecoxib (Vioxx) and Cervastatin (Baycol).7,8

Many previous post-marketing surveillance analyses were based on adverse event reports voluntarily submitted to the national SRSs via industry sponsored phase IV clinical trials or through prospective clinical registries. The SRSs have served as the core data-generating method for drug safety surveillance since 1960. This system relies solely on healthcare professionals, consumers, and manufacturers to identify and report suspected ADRs. Although the reports have provided valuable information for clinical decision making, the SRS approach has the serious limitation of under-reporting. While phase IV clinical trials and clinical registries can address some of the limitations of patient case mix inherent in phase III trials, they remain restrictive in terms of surveillance outcomes. To supplement previous methods, researchers have recently begun to explore alternative ADR signal discovery approaches such as mining structured and unstructured data in electronic medical record (EMR) systems.9 Institutional EMRs have emerged as a prominent resource for observational research as they contain not only detailed patient information but also copious longitudinal clinical data.

In this study, we evaluated several statistical measures widely applied to spontaneous reporting databases in order to identify ADR signals from retrospective EMR data. We focused on EMR records that included laboratory test results and medication orders. For example, elevated levels of serum creatinine and blood urea nitrogen (BUN) following a medication order (eg, for an aminoglycoside or an ACE inhibitor) may signal ADRs causing renal dysfunction. The use of EMR-derived laboratory signals in drug safety studies may overcome premarking errors caused by biased reporting. This approach has the potential to support active, real-time surveillance.

BACKGROUND

Analytical methods applied to post-marketing surveillance include biostatistical and data mining
algorithms. In SRSs, straightforward pharmacovigilance methods involve the calculation of frequentist metrics such as proportional reporting ratio (PRR),\textsuperscript{10} report OR (ROR),\textsuperscript{11} and Yule’s Q.\textsuperscript{12} These methods were developed to determine whether a drug–ADR pair is a signal or not based on disproportionate reporting. There are in addition more complex algorithms based on Bayesian statistics such as the gamma Poisson shrinker (GPS),\textsuperscript{13 14} the multi-item gamma Poisson shrinker (MGPS),\textsuperscript{15} and empirical Bayesian geometric means (EBGMs).\textsuperscript{16 17} Moreover, Bayesian confidence propagation neural network (BCPNN) analysis was developed based on Bayesian logic where the relation between prior and posterior probability was expressed as the ‘information component’ (IC).\textsuperscript{18–20} Studies have also investigated James-Stein type shrinkage estimation strategies in a Bayesian logistic regression model to analyze spontaneous adverse event reporting data.\textsuperscript{21} More recently, Ahmed et al\textsuperscript{22–23} proposed false discovery rate (FDR) estimation for frequentist methods to address the limitation of arbitrary thresholds. Data mining algorithms have also been developed to mine drug–ADR associations from spontaneous reports,\textsuperscript{24} which include association rule mining\textsuperscript{25} and biclustering.\textsuperscript{26} Tatonetti et al\textsuperscript{26} proposed an algorithm to identify drug–drug interactions from adverse event reports by analyzing latent signals that indirectly provide evidence for ADRs.

Recently, investigators have explored the use of EMRs for ADR signal detection. Wang et al\textsuperscript{27} employed natural language processing (NLP) techniques to extract drug–ADR candidate pairs from narrative EMRs and applied the $\chi^2$ test to detect ADR signals. Other groups have applied statistical and data mining methods on structured or coded data in EMRs\textsuperscript{28–36} for ADR signal detection. Jin et al\textsuperscript{37} proposed a new interestingness measure called residual-leverage for association rule mining to identify ADR signals from healthcare administrative databases. Ji et al\textsuperscript{38} introduced potential causal association rules to generate potential causal relationships between a drug and ICD-9 coded signs or symptoms in EMRs.

However, there has been little work exploring large EMR databases for ADR signals involving drug–laboratory test interactions. Tegeder et al\textsuperscript{39} found that laboratory data could identify up to two-thirds of all ADRs; however, only one third of the ADRs which could have been detected using abnormal laboratory signals were recognized by attending physicians. Ramirez et al\textsuperscript{40} implemented a prospective pharmacovigilance program called the Pharmacovigilance Program from Hospital Laboratories (PPLSH) based on predefined abnormal laboratory values. PPLSH starts with all abnormal laboratory signals, and then filters out alternative causes (non-drug related causes) with EMR review. After a year of operation at La Paz University Hospital in Madrid, Spain, PPLSH was found to be useful for the detection and evaluation of specific severe ADRs associated with increases in morbidity and duration of hospitalization.\textsuperscript{41} In a recent publication, Yoon et al\textsuperscript{42} demonstrated laboratory abnormality to be a valuable source for pharmacovigilance by examining the OR of laboratory abnormalities between a drug-exposed and a matched unexposed group. Schildcrout et al\textsuperscript{43} analyzed the relationship between insulin infusion rates and blood glucose levels (GLUC) in patients in an intensive care unit. Nevertheless, established analytical methods for laboratory-based ADR signal detection are lacking.

Furthermore, it remains unclear how effective the SRSs-based ADR detection methods are when they are applied to EMR data. In a related publication, Zorych et al\textsuperscript{44} explored the application of various disproportionality measures for pharmacovigilance by mapping the EMR data to drug-condition two-by-two tables. However, the adverse events in their study are not restricted to laboratory tests and the study design does not require an event-free ‘clean’ period prior to the first condition occurrence.\textsuperscript{45} In addition, no reference standard was utilized to formally evaluate the disproportionality methods. In this study, we implemented six statistical measures widely used for spontaneous reporting databases, namely PRR, ROR, Yule’s Q, the $\chi^2$ test, BCPNN, and GPS, and applied them to detect associations between drug intake and laboratory-based ADR signals from the Vanderbilt University Medical Center’s (VUMC) inpatient EMRs. These methods were systematically evaluated using two independently developed reference standard datasets.

**METHODS**

**Data source**

The VUMC has created a comprehensive relational database called the Synthetic Derivative that contains clinical information derived from the VUMC EMRs and other clinical systems, and includes laboratory values, imaging and pathology reports, billing codes, and clinical narratives from all VUMC inpatient and outpatient settings. All Synthetic Derivative records have been de-identified as personal identifiers were stripped and each record was labeled with a research unique identifier. The Synthetic Derivative contains data derived from approximately 1.9 million individuals (growing at a rate of 150 000 new individuals per year), with highly detailed longitudinal data for about 1 million. For this study, we obtained laboratory test results and drug ordering data for all inpatients from 1999 to 2011. At the time of data acquisition in August 2011, the Synthetic Derivative contained hospitalization records for 634 238 patients who stayed at VUMC between 1999 and 2011, of which 303 589 had documented laboratory test records, 225 778 had medication orders, and 187 595 had both. This study was approved by the VUMC institutional review board.

**Study design**

The study aimed to correlate abnormal laboratory results with specific drug administration by comparing the outcomes of patients who were exposed with the outcomes of those unexposed to the study drug where the exposed group consists of patients who had been administered the drug during hospitalization. Patients in the exposed and unexposed groups may have an abnormal laboratory test value or may not have the condition at all. To increase the likelihood that a laboratory test abnormality signified an ADR event, the study only considered a test result abnormal if the test value fell outside of the reference normal range by at least the width of the stated normal reference range. For example, the normal range for the creatinine test in VUMC’s EMR is $0.7–1.5$. Our study would consider a patient’s creatinine measurement elevated if its value is above 2.3 (since $1.5–0.7=0.8$, and $0.8+1.5=2.3$). An analogous rule applied for lower than normal laboratory test results. The reference normal ranges of each laboratory test used in our study and corresponding abnormal thresholds are provided in online supplementary table S1. On the other hand, a laboratory test was considered normal if its value was within the laboratory-reported normal range.

The study only included data for patients who had at least two results for a specific laboratory test during one admission, with the first laboratory test result being normal (figure 1). The time of admission was set as ‘day zero’ and all drug administration and laboratory result timings were represented as days elapsed since admission until discharge. Each patient in the exposed group was randomly matched to four unexposed
patients by age group, gender, race, and major diagnoses (ICD-9 codes grouped according to the Clinical Classifications Software (CCS) diagnosis categories by the Agency for Healthcare Research and Quality). The patient ages in the de-identified database were classified as: (1) 18–25; (2) 26–35; (3) 36–45; (4) 46–55; (5) 56–65; (6) 66–75; and (7) >75 years. For two patients to be considered a match, they must be in the same age group and also have the same gender and race. In addition, we attempted to match on diagnoses by searching for patients with the most similar disease codes at admission. For instance, each patient is associated with a vector corresponding to the CCS codes whereby a value of 1 indicates the patient has the disease and a 0 indicates no disease. Patients with the largest overlap of 1’s are considered most similar.

We assumed that a potential drug-laboratory test ADR involved an individual with a normal pre-drug laboratory test result who later, after drug administration, had an abnormal laboratory result. A large number of abnormal laboratory test events in a specific exposed (study) group compared to the unexposed (comparison) group would support an association between the study drug and an ADR. This study examined some of the most commonly performed laboratory tests (based on the institution conducting a threshold number of tests each month). Since laboratory abnormalities have direction (i.e., out-of-range high values or out-of-range low values), the study separated the ADRs into ‘increasing’ and ‘decreasing’ signals; therefore, we tabulated two contingency tables for each drug-laboratory test pair (table 1). In this study, a minimum of 25 patients was required per drug-laboratory test pair for signal detection. In the event that measures could not be calculated, the missing combinations were excluded from the analysis.

Signal detection algorithms
In this study, we investigated six signal detection measures: PRR, ROR, Yule’s Q (YULE), the $\chi^2$ test (CHI), BCPNN, and GPS. For all of these methods, our study calculated an index value for each drug-laboratory test pair from a two-way contingency table such as shown in table 1 (detailed formulas for each method appear in the online supplementary appendix). If the

---

Table 1 Example of a 2×2 contingency table for the drug lisinopril and elevated creatinine test

<table>
<thead>
<tr>
<th>Laboratory of interest</th>
<th>Abnormal (increasing)</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug of interest</td>
<td>Taking</td>
<td>a=45</td>
</tr>
<tr>
<td></td>
<td>Not taking</td>
<td>c=109</td>
</tr>
</tbody>
</table>
index value exceeded a certain critical value, it was considered to be a signal. The indices and standard critical values used in our study were taken from van Puijenbroek et al\textsuperscript{12} and Matsushita et al\textsuperscript{44} and are shown in table 3.

**Evaluation**

Since there is no gold standard for ADR signal detection in general, systematic evaluation is often difficult and most studies must rely on literature sources or physicians to verify top ranked predictions. Here, our study created an evidence-based reference standard for nine selected drugs based on the strength of evidence for previously known associations, and conducted a systematic evaluation of the six commonly applied pharmacovigilance methods for ‘discovering’ known ADRs. A total of nine drugs were selected from five drug classes based on their common use in clinical practice, and their known ability to produce laboratory-measurable side effects (table 2).

First, project members presented the list of study drugs and laboratory tests to a board-certified internist with a decade of practice experience in an academic setting. The physician manually indicated the existence of any drug–laboratory test associations based on individual and general medical knowledge. The study then supplemented the physician-derived list with evidence found in Epocrates, a widely used drug-adverse event source for medical professionals (available at http://www.epocrates.com) and DoubleCheckMD (available at http://doublecheckmd.com). The study physician classified the strength of evidence for each drug–laboratory test association in the reference standard into two categories: (1) high, if confirmed by Epocrates and/or a physician; or (2) likely, if evidence was found in DoubleCheckMD, the association was related to known effects (eg, abnormal bilirubin levels reported but not specified in the information resource as being conjugated bilirubin or unconjugated bilirubin; all three test results (bilirubin, conjugated bilirubin, and unconjugated bilirubin) then permitted as ADRs), or there was an indirect association (eg, if an abnormal red blood cell count is a direct drug effect, then the packed cell volume could be indirectly related because it is the proportion of blood volume occupied by red blood cells). Associations with ‘high’ strength of evidence are public knowledge, while those in the ‘likely’ category are potential new ADRs. Our final reference set contained 378 drug–event pairs (nine drugs and 42 laboratory abnormalities). There were 55 drug–laboratory test associations in the ‘high’ class and 107 associations in the ‘likely’ class.

Moreover, a reference standard of 470 drug–laboratory event pairs developed by Yoon et al\textsuperscript{41} was also used in the study for evaluation. Their dataset consists of 10 drugs: ciprofloxacin, clonidine, dehydroepiandrosterone, diltiazem, levofoxacin, methotrexate, ranitidine, rosvustatin, and valproate.

**Evaluation metric**

For each method, the analysis compared the detected drug–laboratory test associations with the ‘true’ pairs in both the VUMC reference dataset and the Yoon et al\textsuperscript{41} dataset. To assess the performance of each method, the study calculated precision (P), recall (R), and F score (F). The study calculated precision as the number of ‘true’ ADRs retrieved by a method divided by the total number of ADRs found by that method (ie, \( P = TP / (TP + FP) \)) where TP is the true positive and FP is the false positive. Recall was the number of ‘true’ ADRs returned by a method divided by the total number of true ADRs (ie, \( R = TP / (TP + FN) \)) where FN is the false negatives. There is often a trade-off between precision and recall, and it is important to obtain a balance between the two. To address this, we also calculated the F score, which is a weighted average of precision and recall (ie, \( F = 2PR / (P + R) \)) where the best F score is 1 and worst value is 0.

**RESULTS**

The six pharmacovigilance methods (CHI, YULE, PRR, ROR, BCPNN, and GPS) were systematically evaluated against the VUMC reference dataset and the reference dataset created by Yoon et al\textsuperscript{41}. The performance metrics were calculated using all evidence in the reference standard and evaluation results are summarized in table 3.

Evaluation against the VUMC reference dataset showed that CHI, PRR, ROR, and YULE performed similarly with an F score of 62%, while BCPNN had a lower F score of 60%, and GPS had the lowest F score of 43%. However, GPS had a higher precision of 85% but its low F score was due to a low recall of 29%. Evaluation on the reference standard dataset by Yoon et al showed that ROR achieved the best F score of 68% with an overall precision of 77% and recall of 61%.

The study also correlated the physician-designated evidence classes for drug–laboratory test pairs in our reference standard to evaluate the methods’ ability to ‘discover’ new associations. The evaluation results on each category are summarized in table 4. Of note, when an evaluation study labels one category

---

### Table 2: Nine drugs chosen for the VUMC reference standard dataset

<table>
<thead>
<tr>
<th>Drug class</th>
<th>Drug name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aminoglycosides</td>
<td>Gentamicin</td>
</tr>
<tr>
<td></td>
<td>Sulfamethoxazole</td>
</tr>
<tr>
<td>ACE inhibitors</td>
<td>Enalapril</td>
</tr>
<tr>
<td></td>
<td>Lisinopril</td>
</tr>
<tr>
<td>Antifungals</td>
<td>Fluconazole</td>
</tr>
<tr>
<td></td>
<td>Amphotericin</td>
</tr>
<tr>
<td>NSAIDs</td>
<td>Aspirin</td>
</tr>
<tr>
<td></td>
<td>Ibuprofen</td>
</tr>
<tr>
<td></td>
<td>Ketoroloc tromethamine</td>
</tr>
</tbody>
</table>

NSAIDs, non-steroidal anti-inflammatory drugs; VUMC, Vanderbilt University Medical Center.

### Table 3: Signal detection method evaluation results on two reference standard datasets using standard 95% CI critical values for each method: SE, SD

<table>
<thead>
<tr>
<th>Method</th>
<th>Critical values</th>
<th>VUMC reference dataset (all evidence)</th>
<th>Yoon et al\textsuperscript{41} reference dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td>CHI</td>
<td>p&lt;0.05</td>
<td>0.57</td>
<td>0.69</td>
</tr>
<tr>
<td>PRR</td>
<td>PRR: 1.96 SE&gt;1</td>
<td>0.58</td>
<td>0.67</td>
</tr>
<tr>
<td>ROR</td>
<td>ROR: 1.96 SE&gt;1</td>
<td>0.58</td>
<td>0.67</td>
</tr>
<tr>
<td>YULE</td>
<td>YULE: 1.96&gt;0</td>
<td>0.57</td>
<td>0.67</td>
</tr>
<tr>
<td>BCPNN</td>
<td>IC: 2 SD&gt;0</td>
<td>0.58</td>
<td>0.62</td>
</tr>
<tr>
<td>GPS</td>
<td>EB05: &gt;2</td>
<td>0.85</td>
<td>0.29</td>
</tr>
</tbody>
</table>

BCPNN, Bayesian confidence propagation neural networks; CHI, \( x^2 \) test; EB05, lower one-sided 95% CI for GPS (please refer to the online supplementary appendix for detailed definition); F, F score; GPS, gamma Poisson shrinker; IC, information component; P, precision; PRR, proportional reporting ratio; R, recall; ROR, reporting OR; SD, standard deviation; SE, standard error; YULE, Yule’s Q.
of evidence as a ‘true’ association, the opposing category of evidence is assumed to be ‘false.’ In such cases, precision is biased by the size of the evidence category as it is the fraction of detected signals that are true. On the other hand, recall is the fraction of true ADRs detected; therefore, it should be the measure we focus on here and the higher the recall the better.

### DISCUSSION

Our ADR detection analysis using inpatient laboratory test results illustrates the potential utility of this approach for future ADR monitoring. To identify relationships between drugs and laboratory tests, the study compared association measures: CHI, ROR, PRR, YULE, BCPNN, and GPS. Among these methods, CHI, ROR, PRR, and YULE consistently performed better than BCPNN and GPS on two independently constructed reference standard datasets. In addition, most methods had a higher precision when evaluated on the reference dataset by Yoon et al compared with the VUMC dataset. This may imply performance depends on the study drug selected. Moreover, different evidence classes for drug–laboratory test pairs were analyzed and results indicated that our approach can detect laboratory–ADR signals otherwise missed by physicians.

The study design implemented here was different from the Comparison of the Laboratory Extreme Abnormality Ratio (CLEAR) algorithm used in Yoon et al. Instead of using the laboratory test result immediately after drug initiation, the CLEAR algorithm calculated a representative value from an observation period between the drug initiation time and patient discharge. For further analysis, we implemented the CLEAR algorithm on the VUMC EMR data and observed lower performance compared to our actual study design. For example, when evaluating our algorithm on the VUMC reference set using the $\chi^2$ test, we obtained an F score of 62% with 57% precision and 69% recall; however, the CLEAR algorithm achieved an F score of 55% with 48% precision and 63% recall on the same dataset. Moreover, when the ROR method for signal detection was used on the reference dataset of Yoon et al, our algorithm achieved an F score of 68% (77% precision and 61% recall), while the CLEAR algorithm achieved an F score of 44% (61% precision and 34% recall), which is lower than reported in their study. The difference in performance may be due to differences in the study populations. In their study, each patient in the exposed group was matched to four unexposed patients by age (±1 year), gender, admitting department, and major diagnosis based on the blocks of categories in ICD-10. Differences in clinical practice patterns between the USA and Korea may also partially explain the difference in performance.

The term ‘ADR’ is broad and includes various subtypes. Some ADRs can only be detected through changing laboratory test results. Other ADRs may be reported or reviewed by clinicians, such as depression, muscle stiffness, or sleeplessness, which are typically recorded in narrative notes. To identify such ADR signals from narrative reports in the EMR, Wang et al developed an NLP and employed the $\chi^2$ test. Their study achieved 31% precision and 75% recall (ie, an F score of 44%). Although the data utilized were completely different, the current study results still suggest that application of simple association measures to laboratory data for ADR detection can potentially achieve better performance than with subjective findings mined via NLP.

The goal of our study was to develop data-driven methods to identify existing and new drug–ADR pairs. Therefore, our evaluation focused on detecting drug–ADR pairs rather than single ADR events. However, the laboratory-related ADRs defined in this study may not have been caused by drugs. To assess whether the cases extracted from the EMRs in our study design (figure 1) are truly drug related, we conducted a manual chart review for the drug–laboratory test pair ‘lisinopril versus elevated creatinine,’ which was selected based on the reviewer’s clinical expertise. This manual evaluation included review of inpatient creatinine measurements to determine whether acute kidney injury (AKI) occurred after admission (thus ensuring that the creatinine increase criteria were indeed met), then an assessment of whether the patient was on the lisinopril prior to admission, along with whether the medication was given at least once 1 day before the AKI event, and finally a manual chart review of the progress notes and discharge summaries for other factors that are known to cause AKI or could have synergistically caused AKI. Although comprehensive ADR causality assessment scales such as the Naranjo instrument exist, we used a relatively simple approach based on expert judgment, similar to the Swedish method, as we had only one reviewer. The physician reviewer used a Likert scale of 1–5 to rate the likelihood of lisinopril as the cause of the elevated creatinine level. Scores of 1 and 2 indicate that it is unlikely lisinopril is related to the AKI. The rating 3 suggests contributory and multiple mechanisms as a group are likely to have caused the AKI. Finally, scores of 4 and 5 signify causative relationships because no other possible causes were identified in the EMR review. The chart review criteria were developed by the physician reviewer based on his clinical expertise. Detailed definitions of the chart review criteria are given in online supplementary table S2. We then randomly selected 23 of the 45 patients in our dataset who had experienced elevated creatinine after taking lisinopril during their hospital stay for chart review (table 1). As a result, two of the 23 cases were assigned scores of 4–5 (9%), 10 a rating of 3 (44%), and seven scores of 1–2 (30%), with four unknowns (17%). The unknowns were due to insufficient clinical notes. The percentage of solely drug-caused ADR cases (9%) in our study is higher than the 6.35% reported in Ramirez et al, possibly because our study design is more restrictive (figure 1). A lot of cases had a score of 3, where the medication contributed to the adverse event but might not be the only contributor. If we also include those cases as drug related, the percentage of true cases would be 53%, which is significantly higher than reported in Ramirez et al.

Furthermore, for error analysis, our project team consulted another physician to analyze the false positive predictions made by the $\chi^2$ test. The physician speculated that many false positive associations were due to confounding of the indication for the drug treatment for a particular disease. For example, elevated
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<table>
<thead>
<tr>
<th>Table 4</th>
<th>Evaluation results using different evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>‘High’ evidence</td>
</tr>
<tr>
<td></td>
<td>P</td>
</tr>
<tr>
<td>CHI</td>
<td>0.37</td>
</tr>
<tr>
<td>PRR</td>
<td>0.37</td>
</tr>
<tr>
<td>ROR</td>
<td>0.37</td>
</tr>
<tr>
<td>YULE</td>
<td>0.36</td>
</tr>
<tr>
<td>BCPNN</td>
<td>0.35</td>
</tr>
<tr>
<td>GPS</td>
<td>0.50</td>
</tr>
</tbody>
</table>

**Legend:**
- BCPNN: Bayesian confidence propagation neural networks
- CHI: $\chi^2$ test
- F: F score
- GPS: gamma Poisson shrinker
- P: precision
- PRR: proportional reporting ratio
- R: recall
- YULE: Yule’s Q
creatine was falsely detected to be associated with fluconazole, but acute renal failure is a common effect of systemic fungemia and fluconazole is often used to treat that condition. Similarly, BUN levels were also found to be elevated after fluconazole initiation. However, this elevation may also be due to systemic fungemia, which is not a direct drug effect. As another example, GLUC was identified to be elevated after fluconazole initiation; however, infection can increase systemic stress, which in turn increases glucose. Although we tried to mitigate the effect of confounders by matching the patient groups, confounders may still exist due to the fuzzy match on patient disease profile at admission. In addition, as only the diagnosis codes entered at admission were considered, any change in patient disease status would have been missed and so a new disease may have developed and acted as a confounder. False positive signals may also be generated because of the widespread use of a particular drug by a specific group of patients. For instance, lisinopril was detected to be associated with GLUC; however, most patients with diabetes are on ACE inhibitors. Thus, more accurate patient populations should be defined in future studies.

The current study had a number of flaws and limitations. First, the reference standards used for ADR detection were neither fully authoritative nor complete. Second, clinicians often prescribe drugs to counteract known anticipated side effects (e.g., starting potassium supplements to counteract potential hypokalemia when diuretics are prescribed). Such behaviors can reduce the strength of ADR signals. This may partially explain the lower recall for the ‘high’ evidence class compared to the ‘likely’ class. Additionally, ‘confounding by indication’ may occur. If a disease typically elevates the values of a specific laboratory test, and a medication known to treat the disease is given early in the course of the disease, the value may rise as a result of the underlying disease process, and not because of the medication. Conversely, if the medication is started as the disease is resolving, the observed fall in laboratory test result values may be due to the underlying disease process and not the medication. Moreover, we can only detect ADRs with a short latency period because the study design required ADRs to have occurred during the hospital stay. In addition, the study assessed various pharmacovigilance methods based on the reference standards, not on patient outcomes. Thus, different results may be obtained if other data are used. Lastly, inpatients have acute diseases that predispose them to have abnormal laboratory results due to their weakened condition. Also, they are more likely to take multiple drugs, and some drugs may interact with others to affect laboratory outcomes. Future studies should more fully explore risk adjustment methods to correct for biases and comorbidities.

CONCLUSION

Identifying ADRs accurately and in a timely manner is a constant challenge, and critical for patient safety. This paper demonstrated that it is feasible to detect known ADR signals as well as identify new ADRs using inpatient laboratory results and time-stamped records of medication orders. Pharmacovigilance methods commonly used on SRSs (CHI, ROR, PRR, YULE, BCPNN, and GPS) were compared as regards to the detection of drug–laboratory test associations on two independently constructed reference standard datasets. Evaluation on the VUMC reference dataset showed that CHI, ROR, PRR, and YULE all had the same F score (62%). When the reference standard dataset by Yoon et al was used, ROR had the best F score of 68% with an overall precision of 77% and recall of 61%. The study suggests that analytical laboratory measurements from clinical practice may in the future contribute greatly to pharmacovigilance.
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