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Inferring positive selection at single amino acid sites is of biological and medical importance. Parsimony-based and likelihood-based methods have been developed for this purpose, but the reliabilities of these methods are not well understood. Because the evolutionary models assumed in these methods are only rough approximations to reality, it is desirable that the methods are not very sensitive to violation of the assumptions made. In this study we show by computer simulation that the likelihood-based method is sensitive to violation of the assumptions and produces many false-positive results under certain conditions, whereas the parsimony-based method tends to be conservative. These observations, together with those from previous studies, suggest that the positively selected sites inferred by the parsimony-based method are more reliable than those inferred by the likelihood-based method.

Introduction

Positive selection is an evolutionary event in which a mutant allele at a locus increases in frequency in a population because of a higher level of fitness compared with the wild-type allele. The occurrence of positive selection at the amino acid sequence level may be inferred from the observation that the rate of nonsynonymous nucleotide substitution ($r_\text{N}$) is higher than that of synonymous substitution ($r_\text{S}$) in protein-coding genes, i.e., $\omega > 1$, where $\omega = r_\text{S}/r_\text{N}$ (Hughes and Nei 1988, 1989).

Inferring positive selection at single amino acid sites is of biological and medical importance. By pinpointing the positively selected amino acid sites in a protein, one may infer the mechanism of positive selection, given that the biological function of these sites is well understood (e.g., antigen recognition sites in human leukocyte antigen [HLA] [Suzuki and Gojobori 1999]). In addition, neutralizing epitopes in viral proteins may be predicted as positively selected sites because such regions are expected to be positively selected (e.g., hepatitis C virus [Suzuki and Gojobori 2001]).

For inferring positive selection at single amino acid sites, Suzuki and Gojobori (1999) developed a parsimony-based (SG) method, whereas Yang et al. (2000) developed a likelihood-based (Yang) method. But the reliabilities of these methods are not well understood. The purpose of this article is to study the reliability and robustness of these methods by conducting computer simulation.

Materials and Methods

Methods

Both SG and Yang methods use a phylogenetic tree of protein-coding genes for detecting positive selection at single amino acid sites. In the SG method the following procedure is applied to each codon site. We first infer ancestral codons at all interior nodes of the phylogenetic tree by the maximum-parsimony (MP) method (Fitch 1971; Hartigan 1973). We then compute the total numbers of synonymous ($c_\text{S}$) and nonsynonymous ($c_\text{N}$) substitutions per codon site as well as the average numbers of synonymous ($s_\text{S}$) and nonsynonymous ($s_\text{N}$) sites per codon site for the entire phylogenetic tree. Selective neutrality is tested under the assumption that $c_\text{S}$ and $c_\text{N}$ are binomially distributed and that the probabilities of occurrence of synonymous and nonsynonymous substitutions are $s_\text{S}/(s_\text{S} + s_\text{N})$ and $s_\text{N}/(s_\text{S} + s_\text{N})$, respectively. If the neutrality is rejected and the relationship $c_\text{S}/c_\text{N} > s_\text{S}/s_\text{N}$ is observed, positive selection is inferred.

In the Yang method, $\omega$ is assumed to follow a certain probability distribution among codon sites in the sequence. Fourteen different distributions (M0–M13) were initially proposed to be used, but M3 and M8 have been recommended for the real data analysis and were actually used more often than others (Yang 2000; Yang et al. 2000). Model M3 is used in combination with M0. In M0, $\omega$ is assumed to be the same for all codon sites. In M3, codon sites are classified into three categories, 0, 1, and 2, for which $\omega$ is assumed to take values $\omega_0$, $\omega_1$, and $\omega_2$, with proportions $p_0$, $p_1$, and $p_2$, respectively. In each model, free parameters are estimated by the maximum-likelihood (ML) method. If $\omega > 1$ for any category in M3, we test whether M3 fits the data better than does M0 by the likelihood ratio test (LRT). Once the test is significant, we conclude that positively selected sites exist in the sequence. We then compute the posterior probability that a given codon site belongs to a category with $\omega > 1$ in M3. If the probability is higher than a given confidence level, positive selection is inferred.

Model M8 is used in combination with M7. In M7, $\omega$ is assumed to follow a beta distribution with $0 \leq \omega \leq 1$. In M8, codon sites are classified into two categories, 0 and 1, which exist with proportions $p_0$ and $p_1$, respectively. In category 0, $\omega$ is assumed to follow a beta distribution with $0 \leq \omega \leq 1$, and in category 1, $\omega$ takes a given value of $\omega_1$. Positively selected amino acid sites are inferred in the same way as above, with M0 and M3 replaced by M7 and M8, respectively.

Computer Simulation

A random nucleotide sequence with 300 codon sites was allowed to evolve following a symmetrical
phylogenetic tree with 8 (fig. 1A), 16 (fig. 1B), or 32 (fig. 1C) exterior nodes. All branch lengths (b) were set such that the expected number of synonymous substitutions per synonymous site was 0.1. We assumed that \( \omega = 0 \) at half the codon sites and that \( \omega = 1 \) at the other half. The simulation scheme has been described in detail by Suzuki and Gojobori (1999).

The 8, 16, or 32 sequences generated above were analyzed by the SG and Yang methods. We used the computer program ADAPTSITE (Suzuki, Gojobori, and Nei 2001) for conducting the SG method and PAML (Yang 2000) for the Yang method. In both analyses we used the true (model) phylogenetic tree and 5% (95%) significance (confidence) level for inferring positive selection. The entire procedure was repeated 200 times for each parameter set such that the total number of codon sites examined was 60,000.

**Results**

The numbers of positively selected amino acid sites inferred by the SG and Yang methods in the simulation are presented in table 1. In the present study we mainly focus on the cases where nonselective sites (\( \omega = 1 \)) are falsely identified as selective sites (false-positive results). In particular, we focus on the false-positive rate at the codon sites with \( \omega = 1 \) because we know the expected rate (type-I error) at these sites when a proper statistical method is used. The expected rate was 2.5% in the SG method because a two-tailed test with 5% significance level was conducted for testing the selective neutrality (the other 2.5% for negatively selected sites) and was 5% in the Yang method because the confidence level for inferring positive selection was 95%.

In the SG method positive selection was inferred at 1 (0.003%), 35 (0.1%), and 140 (0.5%) sites when 8, 16, and 32 sequences were used, respectively, which was smaller than expected (table 1). In the Yang method we first analyzed eight sequences without conducting the LRT. Positive selection was inferred at 13,086 (44%) and 4,174 (14%) sites when models M3 and M8 were used, respectively, and at 3,493 (12%) sites when both models were used for the same data set. These false-positive rates were higher than expected. By conducting the LRT, however, the rate decreased to 3% in M8 but not in M3. Therefore, the number of positively selected sites inferred by both M3 and M8 was 738 (2%), which was smaller than expected. When 16 sequences were analyzed, however, positive selection was inferred at 3,685 (12%) sites by both M3 and M8, even after conducting the LRT. Similarly, 3,296 (11%) sites were inferred to be positively selected when 32 sequences were analyzed.

In the above analysis an increase in the number of sequences was accompanied by an increase in the number of nucleotide substitutions at each codon site in the entire phylogenetic tree. To examine which of these two factors, i.e., the number of sequences or the number of nucleotide substitutions, was responsible for the observed increase in the false-positive rate in the Yang method, we analyzed 16 sequences (fig. 1B) generated by the same scheme as above, but with \( b = 0.05 \) and eight sequences (fig. 1A) with \( b = 0.2 \). Note that the number of nucleotide substitutions for the former data set is similar to that for eight sequences with \( b = 0.1 \), whereas the number for the latter data set is similar to that for 16 sequences with \( b = 0.1 \). As shown in table 1, only the case of eight sequences with \( b = 0.2 \) produced as many false positives as the case of 16 sequences with \( b = 0.1 \), indicating that the increase in the number of nucleotide substitutions was mainly responsible for the increase in the false-positive rate.

To examine whether the high false-positive rate observed above is specific to the particular fractions of codon sites with \( \omega = 0 \) (50%) and \( \omega = 1 \) (50%), we considered the case where \( \omega = 0 \) at 90% of codon sites and \( \omega = 1 \) at the remainder with 32 sequences (fig. 1C). In the Yang method the false-positive rate (11%) was higher than expected, whereas in the SG method the rate (0.5%) was lower (table 1).

We also considered the case where \( \omega = 0.5 \) or 1.5 for 50% of codon sites and \( \omega = 1 \) for the remaining 50% to examine whether the high false-positive rate observed at the codon sites with \( \omega = 1 \) is specific to the particular \( \omega \) value (0) at other sites. Again, the false-positive rate was high (12% for \( \omega = 0.5 \) and 7% for \( \omega = 1.5 \)) in the Yang method but was low (1% for both) in the SG method (table 1).

Finally, to examine whether the high false-positive rate is specific to the symmetrical phylogenetic tree, we generated 32 sequences following an asymmetrical phylogenetic tree (fig. 1D), with \( \omega = 0 \) at half the codon sites and \( \omega = 1 \) at the other half. The false-positive rate was still high (10%) in the Yang method and was low (1%) in the SG method (table 1).
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### Table 1

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Tree</th>
<th>b</th>
<th>Method</th>
<th>LRT+*</th>
<th>LRT: Not Conducted</th>
<th>LRT Conducted</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega = 0/150 \dot{} )</td>
<td>A</td>
<td>0.1</td>
<td>SG*</td>
<td>146 (0.73)</td>
<td>0 (0.00)*</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>( \omega = 1/150 \dot{} )</td>
<td></td>
<td></td>
<td>Yang (M3)</td>
<td>146 (0.73)</td>
<td>0 (0.00)*</td>
<td>13,086 (0.44)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yang (M8)</td>
<td>15 (0.08)</td>
<td>0 (0.00)</td>
<td>4,174 (0.14)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Yang (M3 + M8)*</td>
<td>15 (0.08)</td>
<td>0 (0.00)</td>
<td>3,493 (0.12)</td>
</tr>
<tr>
<td>( \omega = 0/270 \dot{} )</td>
<td>B</td>
<td>0.1</td>
<td>SG*</td>
<td>143 (0.72)</td>
<td>5 (0.00)*</td>
<td>15,655 (0.52)</td>
</tr>
<tr>
<td>( \omega = 1/30 \dot{} )</td>
<td></td>
<td></td>
<td>Yang (M3)</td>
<td>42 (0.21)</td>
<td>3 (0.00)</td>
<td>12,162 (0.41)</td>
</tr>
<tr>
<td>( \omega = 0.5/150 \dot{} )</td>
<td>C</td>
<td>0.1</td>
<td>SG*</td>
<td>40 (0.20)</td>
<td>3 (0.00)</td>
<td>10,217 (0.34)</td>
</tr>
<tr>
<td>( \omega = 1/150 \dot{} )</td>
<td></td>
<td></td>
<td>Yang (M3)</td>
<td>165 (0.83)</td>
<td>1 (0.00)</td>
<td>14,345 (0.48)</td>
</tr>
<tr>
<td>( \omega = 0.5/150 \dot{} )</td>
<td>D</td>
<td>0.1</td>
<td>SG*</td>
<td>70 (0.35)</td>
<td>3 (0.00)</td>
<td>8,484 (0.28)</td>
</tr>
<tr>
<td>( \omega = 1/150 \dot{} )</td>
<td></td>
<td></td>
<td>Yang (M3 + M8)</td>
<td>70 (0.35)</td>
<td>1 (0.00)</td>
<td>5,545 (0.18)</td>
</tr>
</tbody>
</table>

* The number of replications in which the existence of positively selected sites was supported by the LRT in the Yang method. The proportion of the number out of a total of 200 replications is indicated in parentheses.

* Assumed value of \( \omega = 0 \) at 150 sites and \( \omega = 1 \) at 150 sites.

* The proportion of positively selected sites.

* Positively selected sites inferred by both models M3 and M8 in the Yang method.

* Assumed value of \( \omega = 0 \) at 270 sites and \( \omega = 1 \) at 30 sites.

* Assumed value of \( \omega = 0.5 \) at 150 sites and \( \omega = 1 \) at 150 sites.

* Assumed value of \( \omega = 1.5 \) at 150 sites and \( \omega = 1 \) at 150 sites in a sequence.
known to be sensitive to violation of the assumptions (Zhang 1999), as shown above. Anisimova, Bielawski, and Yang (2001) conducted a simulation using six sequences generated with $\omega = 0$ at half the codon sites and $\omega = 1$ at the other half and found that model M3 produced many false positives even after conducting the LRT but M8 did not do so (see also Anisimova, Bielawski, and Yang 2002). According to these results, they concluded that the Yang method is robust as long as the sample size in the statistical test of occurrence of synonymous and nonsynonymous substitutions at every codon site, respectively, for computing the binomial probability, where $C_S$ and $C_N$ are the sums of $c_S$ and $c_N$ over all codon sites in the sequence, respectively. This method effectively assumes that the average of $\omega$ over all codon sites represents the neutrality level. It is, therefore, possible that the results include the false positives or negatives according to the sequence analyzed. For example, if $\omega = 0.1$ at a certain fraction of codon sites and $\omega = 0.2$ at others in the sequence, the latter sites may be inferred as positively selected, although they are actually negatively selected, because the neutrality level is assumed to be somewhere between $\omega = 0.1$ and $\omega = 0.2$.

Several other methods similar to the SG method have been proposed for detecting positive selection at single amino acid sites. Fitch et al. (1997) proposed to use $C_S/(C_S + C_N)$ and $C_N/(C_S + C_N)$ as the probabilities of occurrence of synonymous and nonsynonymous substitutions at every codon site, respectively, for computing the binomial probability, where $C_S$ and $C_N$ are the sums of $c_S$ and $c_N$ over all codon sites in the sequence, respectively. This method effectively assumes that the average of $\omega$ over all codon sites represents the neutrality level. It is, therefore, possible that the results include the false positives or negatives according to the sequence analyzed. For example, if $\omega = 0.1$ at a certain fraction of codon sites and $\omega = 0.2$ at others in the sequence, the latter sites may be inferred as positively selected, although they are actually negatively selected, because the neutrality level is assumed to be somewhere between $\omega = 0.1$ and $\omega = 0.2$.

Yamaguchi-Kabata and Gojobori (2000) proposed to use Fisher’s exact test instead of the binomial probability for testing the selective neutrality in the SG method. They computed the expected numbers of synonymous ($E(c_S)$) and nonsynonymous ($E(c_N)$) substitutions at a given codon site approximately by $E(c_S) = (c_S + c_N)S/(S + N)$ and $E(c_N) = (c_S + c_N)N/(S + N)$, respectively. They then conducted Fisher’s exact test for the $2 \times 2$ contingency table, which consisted of $c_S$ and $c_N$ in the first and second columns in the first row, respectively, and $E(c_S)$ and $E(c_N)$ in the first and second

### Table 2

<table>
<thead>
<tr>
<th>Sequences</th>
<th>$\omega$</th>
<th>Selection</th>
<th>$0.2$</th>
<th>$0.5$</th>
<th>$1$</th>
<th>$2$</th>
<th>$5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 . . .</td>
<td>0.01</td>
<td>Negative</td>
<td>0.00 (0.08)</td>
<td>0.00 (0.05)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.01)</td>
<td>0.04 (0.21)</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>Negative</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.15 (0.47)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.05)</td>
<td>1.5 (0.47)</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>Negative</td>
<td>0.02 (0.33)</td>
<td>0.00 (0.12)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.01)</td>
<td>0.01 (0.08)</td>
<td>0.22 (0.59)</td>
<td></td>
</tr>
<tr>
<td>128 . . .</td>
<td>0.01</td>
<td>Negative</td>
<td>0.01 (0.23)</td>
<td>0.00 (0.10)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.01)</td>
<td>0.06 (0.23)</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>Negative</td>
<td>0.06 (0.43)</td>
<td>0.01 (0.15)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.03 (0.15)</td>
<td>0.54 (0.84)</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>Negative</td>
<td>0.14 (0.56)</td>
<td>0.02 (0.20)</td>
<td>0.00 (0.02)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Positive</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.01)</td>
<td>0.04 (0.21)</td>
<td>0.70 (0.92)</td>
<td></td>
</tr>
</tbody>
</table>

* The proportions of negatively and positively selected sites inferred by using the binomial probability are indicated inside the parentheses, whereas those inferred by using Fisher’s exact test are indicated outside the parentheses. The results for the binomial probability are the same as those in table 3 of Suzuki and Gojobori (1999).
columns in the second row, respectively. Strictly speaking, however, Fisher's exact test was originally designed for the cases where the marginal totals (in the present example, \(c_5 + c_6\), \(E(c_5) + E(c_6)\), \(c_8 + E(c_8)\), and \(c_9 + E(c_9)\)) in the table were fixed, which is not applicable to the present case (Sokal and Rohlf 1995, pp. 724–743). To examine the reliability of this method, we analyzed 64 or 128 sequences which were generated following symmetrical phylogenetic trees under the assumption that all codon sites in a sequence (300 codon sites) had the same \(\omega\) value, i.e., \(\omega = 0.2, 0.5, 1, 2, \text{or} 5\), and \(b = 0.01, 0.02, \text{or} 0.03\) (Suzuki and Gojobori 1999). (Note that it is not very meaningful to include the Yang method in this analysis because the efficiency of detecting positively selected sites in the Yang method depends on the distribution of \(\omega\) values over all codon sites [Yang et al. 2000], whereas positive selection is detected at each codon site independently in the SG method.) Similar to the case where binomial probability was used, the false-positive rate of the SG method using Fisher's exact test was low under various conditions (Table 2). But the probability of correctly identifying the positively and negatively selected sites (true-positive rate) was significantly higher in all cases examined when the binomial probability was used than when Fisher's exact test was used. It, therefore, appears to be better to use the binomial probability than Fisher's exact test in the SG method.

Note Added in Proof

After this paper was accepted for publication, we learned that the PAML version 3.0a used in our study may produce less accurate results than the latest version, 3.12, when the number of sequences used is very large. We therefore repeated our computer simulation using this new version for the case of 32 sequences that were generated according to the model tree in Fig. 1C. The computational speed of version 3.12 is very slow, and we examined only the first 50 replications of this case with \(\omega = 0\) for the first half of the codon sites and \(\omega = 1\) for the remaining codon sites. However, the results obtained were essentially the same as those presented in Table 1. That is, positive selection was inferred at 4116 (55%) and 1051 (14%) sites, respectively, when models M3 and M8 were used with the LRT and at 901 (12%) sites when both models were used. Therefore, our conclusion appears unaffected by the use of the latest version of PAML.
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