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Positive Darwinian selection promotes fixations of advantageous mutations during gene evolution and is probably responsible for most adaptations. Detecting positive selection at the DNA sequence level is of substantial interest because such information provides significant insights into possible functional alterations during gene evolution as well as important nucleotide substitutions involved in adaptation. Efficient detection of positive selection, however, has been difficult because selection often operates on only a few sites in a short period of evolutionary time. A likelihood-based method with branch-site models was recently introduced to overcome such difficulties. Here I examine the accuracy of the method using computer simulation. I find that the method detects positive selection in 20%–70% of cases when the DNA sequences are generated by computer simulation under no positive selection. Although the frequency of such false detection varies depending on, among other things, the tree topology, branch length, and selection scheme, the branch-site likelihood method generally gives misleading results. Thus, detection of positive selection by this method alone is unreliable. This unreliability may have resulted from its over-sensitivity to violations of assumptions made in the method, such as certain distributions of selective strength among sites and equal transition/transversion ratios for synonymous and nonsynonymous substitutions.

Introduction

Detection of positive Darwinian selection at the DNA sequence level is of substantial interest to evolutionary biologists, as such information helps to reveal the molecular basis of adaptation. Comparison of synonymous and nonsynonymous substitution rates has been widely used for this purpose, because synonymous substitutions are largely neutral but nonsynonymous substitutions may be subject to positive selection (Nei and Kumar 2000). A significantly higher number of nonsynonymous nucleotide substitutions per nonsynonymous site ($d_{NS}$) than that of synonymous substitutions per synonymous site ($d_{S}$) is usually taken as strong evidence for the action of positive selection (Hughes and Nei 1988; Hughes 1999; Nei and Kumar 2000). However, a simple comparison of average $d_{NS}$ and $d_{S}$ for entire gene sequences across a long evolutionary time is likely to have low power in detecting positive selection because positive selection often acts on only a small number of codons in a short period of evolutionary time. Several methods have been developed either to test selection on an individual branch of a phylogenetic tree for the entire gene sequences (Yu and Irwin 1996; Messier and Stewart 1997; Zhang, Kumar, and Nei 1997; Zhang, Rosenberg, and Nei 1998; Yang 1998) or to test it on individual codon sites over an entire phylogenetic tree (Nielsen and Yang 1998; Suzuki and Gojobori 1999; Yang et al. 2000). These methods are likely to be more powerful than the previous ones. Recently, Yang and Nielsen (2002) introduced a new method that tests positive selection on individual codons for specific branches. This method, referred to as the branch-site likelihood method, is believed to be even more powerful. Indeed, reports of positive selection have been made by numerous authors using this new method (Knipple et al. 2002; Yang et al. 2002; Bailly et al. 2003; Barkman 2003; Kinsella et al. 2003; Martinez-Castilla and Alvarez-Buylla 2003; Mathews, Burleigh, and Donoghue 2003; Rodriguez-Trelles, Tarrio, and Ayala 2003). Notably, in several of these cases, positive selection was detected on ancient branches, such as in the early stage of eukaryotic evolution before the divergence of plants and animals (Rodriguez-Trelles, Tarrio, and Ayala 2003) or during land plant evolution before the diversification of angiosperms (Mathews, Burleigh, and Donoghue 2003). Because synonymous substitutions that occurred in the distant past are difficult to infer because of saturation, these results suggest that either the new method is exceptionally powerful or it makes erroneous inferences. Here I use computer simulation to examine how reliable the method is. The results show that it detects positive selection in 20%–70% of cases even when positive selection is absent, calling for reevaluation of the past claims of position selection that are primarily based on results from the branch-site likelihood method.

Methods

The Likelihood Method with the Branch-Site Models

The branch-site model of the likelihood method for detecting positive selection at individual sites along a specific lineage (Yang and Nielsen 2002) was developed on the basis of earlier likelihood methods (Nielsen and Yang 1998; Yang 1998; Yang et al. 2000). In the new method, a set of aligned coding sequences is analyzed based on a predetermined phylogenetic tree of the sequences. Tree branches are separated into two groups. Those branches tested for positive selection are referred to as “foreground” branches, whereas all other branches are referred to as “background” branches. This separation is designed to improve the detection of positive selection when it occurs only in the foreground branches. Two tests, A and B, are designed. In test A, the null model assumes that the evolutionary pattern (with regard to $\omega = d_{NS}/d_{S}$) is the same for background and foreground branches and that there are two classes of sites with $\omega_0 = 0$ (class 0) and $\omega_1 = 1$ (class 1), with the fraction of each class being estimated...
by likelihood. The alternative model allows an additional class of sites with $\omega_2$ (class 2) for foreground branches, and the fraction of this class of sites is estimated by likelihood. Additionally, the alternative model assumes that the ratio of the number of class 0 sites to that of class 1 sites is the same for background and foreground branches. The likelihoods of the null and alternative models are then computed. Positive selection for foreground branches is inferred if the estimated $\omega_2 > 1$ and the alternative model is found to fit the data significantly better than the null model by a likelihood ratio test. Test B is the same as test A, except that now $\omega_0$ and $\omega_1$ are estimated from the data instead of being set a priori. In both tests A and B, when $\omega_2 > 1$, the posterior probability that a codon belongs to class 2 is computed for each codon. Those with high posterior probabilities (e.g., >95%) are regarded as being under positive selection with high statistical confidence.

**Computer Simulation**

Two unrooted model trees were used in the computer simulation conducted in this study (fig. 1). Both trees followed the molecular clock in terms of the number of synonymous substitutions per site. Model tree I had 16 taxa, with a symmetrical phylogenetic arrangement. The length of each branch was 0.1 synonymous substitutions per site, except for the deepest branch shown in the tree, which had a length of 0.2 synonymous substitutions per site. Model tree II had 10 taxa, arranged asymmetrically. The branch length for each interior branch was 0.05 synonymous substitutions per site, except for the deepest branch shown in the tree, which had a length of 0.2 synonymous substitutions per site. Simulation was conducted with coding sequences of 200 codons. Three evolutionary schemes with regard to $\omega$ values were used (table 1). Scheme X represented normal gene evolution, with varying degrees of purifying selection at different sites. Scheme Y represented a partial relaxation of functional constraints, with some sites having higher $\omega$ values than those in scheme X. Scheme Z represented a complete relaxation of functional constraints, with all sites having $\omega = 1$. Note that there were no sites under positive selection in any of the three schemes. In each simulation, an ancestral DNA sequence of 200 codons with equal nucleotide frequencies was randomly generated for an interior node of a model tree. Random point mutations were then generated with the transition/transversion ratio of 2. All synonymous mutations were accepted, while a certain proportion of nonsynonymous mutations were accepted according to the evolutionary scheme used. Nonsense mutations were not allowed. Sequence evolution was thus simulated following a model tree. In the simulation, one branch was chosen as a foreground branch and all other branches were considered background branches. The evolutionary scheme X was always used for background branches, whereas either X, Y, or Z was used for foreground branches. For each condition examined, two hundred simulation replications were conducted. After the generation of the terminal sequences in the tree, the PAML software package (Yang 1997) was used to conduct the A and B tests, as described above, with the use of the known tree, alignment, and foreground branch. A likelihood ratio test was regarded as significant if the tail probability was lower than 5%.

**Results**

Tree I—Branch $\alpha$

The first set of simulations was conducted using model tree I. The deepest branch in the tree, branch $\alpha$, was chosen to be the foreground branch and all other branches were set as background branches. The evolutionary scheme X was used for both background and foreground branches (table 1). In other words, there is no change in $\omega$ values between branches. When test A was used, the correct null hypothesis of equal $\omega$ values between background and foreground branches was rejected in 45.5% of the 200 replications at the 5% significance level (table 2). At this level of significance, we should expect about 5% incorrect rejections (false positives) of the true hypothesis if the statistical test is unbiased. Apparently, test A was excessively liberal under this condition. Positive selection for the foreground branch was inferred for 1.5% of the replications (i.e., $\omega_2 > 1$ and the alternative model fits the data significantly better than the null model does). This error rate appears acceptable. When test B was
used, the null hypothesis of equal ω values was rejected in six of the 200 cases (table 3), indicating that test B was quite good under this condition. Among these six cases, two of them showed ω₂ > 1, and both of them had ω₁ < 1 from the null model. Thus, the two cases were inferred by test B to have positive selection specifically for the foreground but not background branches.

Note that although the null hypothesis of equal ω’s between foreground and background branches was correct in this set of simulations, the evolutionary scheme X was different from the substitution models assumed by the likelihood method. For instance, only two to three classes of sites (with respect to ω) were assumed by the likelihood method, while in fact five different classes existed in the simulated data (table 1). The failure of test A suggests that it is sensitive to violation of the assumption made in the likelihood ratio test (Zhang 1999). Figure 2 shows the distributions of log likelihood ratio $LR = 2(ln L_A - ln L_0)$ for the 200 replications of tests A and B, where $L_0$ and $L_1$ are likelihoods of the null and alternative models, respectively. When the tests are unbiased, it is expected that $LR$ follows the $\chi^2$ distribution with 2 degrees of freedom. One can see that for test A, the empirical distribution of $LR$ is quite flat, resulting in more frequent occurrences of large $LR$ values than expected. For test B, the empirical distribution is slightly left-shifted, indicating that it is somewhat more conservative than expected.

The second set of simulations was conducted using scheme X for the background branches but Y for the foreground branch. Note that Y represents a partial relaxation of purifying selection, but does not have any positive selection (table 1). Because ω values are different

<table>
<thead>
<tr>
<th>Foreground branches</th>
<th>Simulation with bg = X, fg = X$^*$</th>
<th>Simulation with bg = X, fg = Y$^*$</th>
<th>Simulation with bg = X, fg = Z$^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bg ≠ fg$^b$</td>
<td>bg ≠ fg, o₂ &gt; 1$^c$</td>
<td>bg ≠ fg, o₂ &gt; 1, o₁ &lt; 1$^d$</td>
</tr>
<tr>
<td>Tree I-α</td>
<td>6 (0.030)</td>
<td>2 (0.010)</td>
<td>2 (0.010)</td>
</tr>
<tr>
<td>Tree I-β</td>
<td>12 (0.060)</td>
<td>6 (0.030)</td>
<td>6 (0.030)</td>
</tr>
<tr>
<td>Tree I-γ</td>
<td>6 (0.030)</td>
<td>2 (0.010)</td>
<td>2 (0.010)</td>
</tr>
<tr>
<td>Tree II-α</td>
<td>6 (0.030)</td>
<td>1 (0.005)</td>
<td>1 (0.005)</td>
</tr>
<tr>
<td>Tree II-β</td>
<td>7 (0.035)</td>
<td>4 (0.020)</td>
<td>4 (0.020)</td>
</tr>
<tr>
<td>Tree II-γ</td>
<td>7 (0.035)</td>
<td>4 (0.020)</td>
<td>4 (0.020)</td>
</tr>
<tr>
<td>Tree II-δ</td>
<td>6 (0.030)</td>
<td>2 (0.010)</td>
<td>2 (0.010)</td>
</tr>
</tbody>
</table>

$^a$ See table 1 for the evolutionary schemes X, Y, and Z.

$^b$ The column shows the number of replications (with frequency in parentheses) where the null hypothesis of identical ω’s between bg and fg is rejected at 5% significance level.

$^c$ The column shows the number of replications (with frequency in parentheses) where positive selection in fg is inferred at the 5% significance level.

$^d$ The column shows the number of replications (with frequency in parentheses) where positive selection in fg, but not bg, is inferred at the 5% significance level.
between background and foreground branches in this set of simulations, it is not unexpected that both A and B tests rejected the null hypothesis of no difference in \( \omega \) values in each of the 200 replications. However, tests A and B erroneously detected positive selection in 32\% and 50\% of the cases, respectively, for the foreground branch (tables 2 and 3). Interestingly, for all the cases in which test A detected positive selection, test B also detected positive selection. For test B, 48.5\% of all cases were inferred to have positive selection specifically in the foreground \( (\omega_2 > 1) \) but not background branches \( (\omega_1 < 1 \text{ in the null model}) \). These results show that both A and B tests frequently detect positive selection when there is some degree of reduction in purifying selection. In this set of simulations, the true value of \( \omega_2 + \omega_3 \) was 0.8. The distribution of estimated \( \omega_2 + \omega_3 \) was J-shaped for both tests A and B (fig. 3B), and the mean estimate of \( \omega_2 + \omega_3 \) was 0.820 ± 0.013 and 0.755 ± 0.015 for the two tests, respectively.

The number of codons \( (N_{PS}) \) that are inferred to be under positive selection with >95\% posterior probabilities in the foreground branch was also examined. In both tests, \( N_{PS} \) was positively correlated with LR (correlation coefficient \( r = 0.19, P = 0.005 \) in test A; \( r = 0.24, P = 0.0004 \) in test B) and \( \omega_2 \) \( (r = 0.20, P = 0.004 \) in test A; \( r = 0.26, P = 0.0002 \) in test B). \( N_{PS} \) was always 0 for cases where positive selection was not inferred. In contrast, it was sometimes 0 and sometimes higher than 0 when positive selection was inferred. The mean \( N_{PS} \) was 34.2 and 10.7 in tests A and B, respectively, for cases where positive selection was inferred. Interestingly, test A detected four cases in which all 200 codons were inferred to be under positive selection with >95\% posterior probabilities, yet test B found only 0 to 21 positively selected codons in these same cases. Test B did not detect any cases in which all 200 codons were under positive selection. Because the evolutionary scheme Y included 40\% of sites that are under purifying selection, the above results showed that test A erroneously inferred positive selection even at sites that are under purifying selection.

Sequence evolution was also simulated using scheme X for the background branches and Z for the foreground branch. Evolutionary scheme X is used for background branches and X, Y, and Z are used, respectively, for foreground branches in panels A, B, and C. Filled and open bars show distributions from tests A and B, respectively. In the simulations, branch \( a \) of tree I is assigned as the foreground branch.
background and foreground branches in all replications (tables 2 and 3). However, tests A and B erroneously detected positive selection in 53.5% and 68.5% of the 200 replications, respectively, for the foreground branch (tables 2 and 3). Again, for all cases in which test A detected positive selection, test B also detected it. For test B, 66% of the cases were inferred to experience positive selection specifically in the foreground but not background branches. The results of both tests A and B were worse when evolutionary scheme Z was used instead of Y for the foreground branch. Apparently, the method has difficulties distinguishing between relaxation of purifying selection and positive selection; this difficulty becomes more serious when the relaxation becomes more extensive.

In the simulation, the true value of \( p_2 + p_3 \) was 0.8. The distribution of the estimated \( p_2 + p_3 \) was J-shaped, with the majority of estimates at 1 (fig. 3C). The mean of the distribution was 0.889 ± 0.011 and 0.856 ± 0.013 for tests A and B, respectively. Therefore, \( p_2 + p_3 \) was overestimated by the branch-site likelihood method. It was found that for this set of simulations, \( N_{ps} \) had no significant correlation with either \( LR \) or \( \omega_2 \) (\( P > 0.05 \)). Again, \( N_{ps} \) was always 0 for cases in which positive selection was not inferred, whereas it was equal to or greater than 0 for cases in which positive selection was inferred. The mean \( N_{ps} \) was 15.7 and 18.6 in tests A and B, respectively, for cases in which positive selection was inferred. Test A detected two cases in which all 200 codons were inferred to be under positive selection with >95% posterior probabilities, but test B found only 0 and 20 positively selected codons, respectively, in these two cases. Test B detected four cases with all 200 codons under positive selection, but test A found only 0 to 16 positively selected codons in these cases.

In summary, the results from the above three sets of simulations show that while tests A and B are powerful in detecting a difference in \( \omega \) values between branches, they are also extremely liberal and make frequent false detections of positive selection.

Tree I—Branches \( \beta \) and \( \gamma \)

The above results were for simulations conducted using branch \( \alpha \) of tree I as the foreground branch. Simulations were also conducted when two other branches of tree I (\( \beta \) or \( \gamma \); fig. 1) were respectively chosen as the foreground branch. The three foreground branches examined (\( \alpha, \beta \), and \( \gamma \)) differ in length and/or location in the tree. The simulations showed that results for branches \( \beta \) and \( \gamma \) are similar to those for branch \( \alpha \) qualitatively, though they differ quantitatively (tables 2 and 3). The location and length of the foreground branch did not affect the performance of the likelihood method very much, and both tests A and B were overly liberal in detecting positive selection. However, test B was even more liberal than test A, as test B made more erroneous detections of positive selection than did A under all the conditions examined.

Tree II—Branches \( \alpha, \beta, \gamma, \) and \( \delta \)

Simulations were also conducted when four different branches of tree II were individually chosen as the foreground branch (fig. 1). The four branches are located at different positions in the tree, and the length of branch \( \delta \) is 4 times the length of \( \alpha, \beta, \) or \( \gamma \). Similar to the case of tree I, both A and B tests were found to be liberal in detecting positive selection in tree II. In addition, test A was found to make fewer mistakes than test B, particularly when the foreground branch was not an exterior branch (tables 2 and 3). However, when the foreground branch was a short exterior branch, test A performed worse than test B. In general, both tests performed worse when evolutionary scheme Z was used for foreground branches than when Y was used, although this was not a strict rule. The overall error rate of tests A and B in tree II was comparable to that in tree I (tables 2 and 3).

Discussion

The branch-site likelihood method for detecting positive selection uses the likelihood-ratio test to compare the null hypothesis of no positive selection with the alternative hypothesis of positive selection. According to theory, for the likelihood ratio test to be unbiased, the assumptions made in the likelihood computation should be correct (Zhang 1999). In reality, however, some assumptions are probably violated because many parameters of gene sequence evolution are difficult to know. Under such circumstances, it is important to understand what factors might affect the performance of a particular likelihood-ratio test and whether the test is robust against violations of certain assumptions (Zhang 1999). In this work, computer simulation was used to investigate the performance of test A and test B of the branch-site likelihood method. The two tests differ only in the \( \omega \) values assigned to sites. The simulations were conducted with the absence of positive selection for the purpose of estimating the rate of false positives of the two tests. Two trees, seven branches, and three different evolutionary schemes were used in the simulation. Although the number of conditions examined was somewhat limited, due largely to the computational intensity of the simulations, this study revealed serious and consistent defects of the branch-site likelihood method that are worth attention. First, test A tends to reject the correct null hypothesis more often than expected when there is no difference in \( \omega \) values between background and foreground branches. In addition, test A detects positive selection in 19%–54% of the cases (depending on the conditions) when there is a relaxation of purify selection but no positive selection in foreground branches. Second, although test B performs reasonably well when there is no difference in \( \omega \) values between background and foreground branches, it performs worse than test A when there is a relaxation of purify selection but no positive selection in foreground branches, as it erroneously detects positive selection 33%–66% of the time. Consequently, the excessively high error rate of the branch-site likelihood method calls for reevaluation of past claims of positive selection based on results generated from its use. Distinguishing positive selection from relaxed purifying selection is important, because rapid sequence evolution with an elevated \( \omega \) can be caused by either of the two phenomena. However, the biological implications of
these two types of changes in natural selection are drastically different. The action of positive selection implies that gene function is altered in such a way that fitness is enhanced. In contrast, a relaxation of purifying selection implies that the importance of a particular gene (or gene region) has been reduced, without any fitness consequences. It has been debated, for instance, whether positive selection and/or relaxed purifying selection is responsible for frequent observations of elevated rates of nonsynonymous substitution after gene duplication (Kimura 1983; Li and Gojobori 1983; Zhang, Rosenberg, and Nei 1998; Hughes 1999; Van de Peer et al. 2001; Zhang, Zhang, and Rosenberg 2002; Zhang 2003), and it was suggested that the branch-site likelihood method might settle the controversy (Bielawski and Yang 2003). Unfortunately, the present study shows that the method is unable to distinguish positive selection and relaxed purifying selection.

The branch-site method was also used in a recent study to look for genes that have been under positive selection in human evolution after the separation of humans from chimpanzees (Clark et al. 2003). Among 7,645 genes tested, 667 (8.7%) were found to be under positive selection at 5% significance level by a new test resembling the hybrid of tests A and B. In this hybrid test, \( \omega_0 \) is no longer fixed at 0 but is constrained to be between 0 and 1, whereas \( \omega_1 \) is fixed at 1; also, the relative branch lengths of the tree were fixed in the likelihood computation. Although the performance of this hybrid test has not been examined by computer simulation, the fact that it is a hybrid of A and B suggests the possibility that it is likewise liberal in detecting positive selection and that some cases of relaxation of purifying selection may have been mistaken as positive selection, as the authors suspected (Clark et al. 2003). For example, the Clark et al. (2003) study detected positive selection in over 50% of human olfactory receptor (OR) genes (Clark et al. 2003).

Although positive selection in some human OR genes is possible (Gilad et al. 2003a), massive pseudogenization of ORs in the human lineage has been well documented (Gilad et al. 2003b; Menashe et al. 2003). So, it is highly suspicious that over 50% of OR genes would actually be under positive selection. Given the high chance of false detection of positive selection by the branch-site method and the multiple comparisons involved (7,645 genes), it would have been better to use a more stringent \( P \) value than the 5% value used by the authors.

It is important to understand why the branch-site method does not perform well and how its poor performance might be corrected. The main problem appears to be due to the fact that certain key assumptions in the likelihood model are problematic and unrealistic. For instance, the assumption of only two classes (with respect to \( \omega \)) of codons for background branches and three classes for foreground branches is overly simplistic, as real gene sequences contain sites with many different \( \omega \) values. The evolutionary scheme used for the background branches contained five classes of sites and those for the foreground branches contained either five or one class of sites in the simulations conducted in this study. This seemingly small deviation from the assumption made by the likelihood method causes both tests A and B to fail, suggesting that the tests are sensitive to the violation of this type of assumption. Another assumption made in the likelihood method is that \( P_0 = \omega_0 \), where \( P_0 \) and \( P_1 \) are proportions of sites belonging to classes 0 and 1, respectively, in both background and foreground branches, and \( P_2 \) and \( P_3 \) are the proportions of sites that belong to classes 0 and 1 in background branches, respectively, but belong to class 3 in foreground branches. This assumption does not have any biological foundation. It is violated in the simulations conducted here and is probably always violated for real genes. Another key assumption in the branch-site method that is nearly always violated in real data sets is an equal transition/transversion ratio (\( \kappa \)) for synonymous and nonsynonymous substitutions. This is unrealistic, because transitions are more likely to be synonymous, whereas transversions are more likely to be nonsynonymous (Nei and Kumar 2000). Therefore, \( \kappa \) should be different for synonymous and nonsynonymous substitutions. In this study, although only one \( \kappa \) was used in generating mutations, the \( \kappa \) for synonymous substitutions and the \( \kappa \) for nonsynonymous substitutions were different because of the action of natural selection. It is unknown how sensitive the likelihood method is to the violation of this assumption, as a likelihood model separating two \( \kappa \)'s is yet to be developed. It will be interesting to see whether the development of more realistic models with regard to the number of classes of sites, proportion of each class of sites, and \( \kappa \) will correct the problems of the branch-site likelihood method.

In addition to these problems, the likelihood method does not specify \( a \) priori sites that are potentially under positive selection. This is in contrast to the original method of comparing \( d_S \) and \( d_\theta \) (Hughes and Nei 1988), in which such sites are specified \( a \) priori using independent biological information such as protein structure and function. In the likelihood method, the average \( \omega \) value is computed for each class of sites, which are grouped by the \( \omega \) values. This circularity may be another reason why the method is excessively liberal, as chance variations in \( \omega \) among sites may be erroneously amplified by grouping sites according to the \( \omega \) (Suzuki and Nei 2004).

Interest in studying positive selection in gene evolution has risen over the past few years, due in large part to the development of statistical methods that identify selection at individual sites and/or branches (Yang 1998; Zhang, Rosenberg, and Nei 1998; Suzuki and Gojobori 1999; Yang et al. 2000; Yang and Nielsen 2002). The performance of these methods needs to be examined by both empirical data analysis and computer simulation, as has already been done for some of them (Zhang, Kumar, and Nei 1997; Anisimova, Bielawski, and Yang 2001, 2002; Suzuki and Nei 2001, 2002). Blind use of statistical methods, without understanding their properties or biological meanings of statistical results, is dangerous. Probably because adaptation is of interest to many biologists, statistical results indicating positive selection appear to be favored by some investigators. This results in preferential use of methods that liberally detect positive selection, rather than methods that are based on solid biological and/or statistical grounds but are more conser-
tenerative. For example, Sorhannus (2003) analyzed the DNA sequences of the sexual reproduction gene Sig1 from the diatom *Thalassiosira weissflogii* using likelihood- and parsimony-based methods. While the former method indicates action of positive selection, the latter did not. Although there is no independent evidence for positive selection in *Sig1*, the author believed that *Sig1* should be under positive selection and thus concluded that the likelihood method is better than the parsimony method. In fact, detailed analyses of the data by Suzuki and Nei (2004) suggested that the likelihood result was probably a false positive. Likelihood methods are often perceived to be superior to other methods because they are statistically sound when the assumptions made in the methods are satisfied. However, the superiority of likelihood is not necessarily guaranteed because many of these assumptions on gene sequence evolution are either difficult to justify or simply wrong. Furthermore, the present and previous studies have shown that likelihood methods are sensitive to violations of certain assumptions (Zhang 1999; Suzuki and Nei 2001, 2002, 2004). In such cases, more conservative statistical methods are preferred to liberal ones.
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