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Abstract
Phylogenetic reconstruction of the evolutionary history of closely related organisms may be difficult because of the presence of unsorted lineages and of a relatively high proportion of heterozygous sites that are usually not handled well by phylogenetic programs. Genomic data may provide enough fixed polymorphisms to resolve phylogenetic trees, but the diploid nature of sequence data remains analytically challenging. Here, we performed a phylogenomic reconstruction of the evolutionary history of the common vole (Microtus arvalis) with a focus on the influence of heterozygosity on the estimation of intraspecific divergence times. We used genome-wide sequence information from 15 voles distributed across the European range. We provide a novel approach to integrate heterozygous information in existing phylogenetic programs by repeated random haplotype sampling from sequences with multiple unphased heterozygous sites. We evaluated the impact of the use of full, partial, or no heterozygous information for tree reconstructions on divergence time estimates. All results consistently showed four deep and strongly supported evolutionary lineages in the vole data. These lineages undergoing divergence processes split only at the end or after the last glacial maximum based on calibration with radiocarbon-dated paleontological material. However, the incorporation of information from heterozygous sites had a significant impact on absolute and relative branch length estimations. Ignoring heterozygous information led to an overestimation of divergence times between the evolutionary lineages of Microtus arvalis. We conclude that the exclusion of heterozygous sites from evolutionary analyses may cause biased and misleading divergence time estimates in closely related taxa.
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Introduction
For a long time, the reconstruction of the evolutionary history of closely related species was largely limited to single or a few selected loci. However, a single locus often does not provide enough information to unambiguously infer species relationships, or it can give misleading results due to incomplete lineage sorting, gene flow, gene duplication, recombination, or selection (Maddison 1997; Nichols 2001; Fink et al. 2010). In the last few years, phylogenetic studies aiming at reconstructing evolutionary history based on multiple loci or genomic regions have become more accessible and helped to resolve difficult phylogenetic problems (e.g., Meredith et al. 2011; Struck et al. 2011; von Reumont et al. 2012). Many of these genome-wide analyses have shown significant differences in the evolutionary histories of particular genes and genome regions (Waters et al. 2010; Struck et al. 2011; von Reumont et al. 2012). Inferring phylogenetic trees based on multiple loci can indeed reduce the variance associated with the coalescent process or with sampling errors (Arbogast et al. 2002; Delsuc et al. 2005; Yang and Rannala 2012). Therefore, analyzing sequences from multiple independent loci of a few individuals can result in a more accurate phylogenetic tree than analyzing many individuals at just one genetic locus (Heled and Drummond 2010). Genome-wide analyses of sequence polymorphisms are thus highly desirable but still challenging.

Analytical drawbacks of earlier methods for the reconstruction of phylogenomic trees based on multiple loci have led to the development of more advanced species tree approaches (Yang and Rannala 2012), where species and gene trees are jointly estimated from multi locus data under a hierarchical Bayesian model using coalescent theory (Rannala and Yang 2003; Edwards et al. 2007; Heled and Drummond 2010). These methods can account for deep coalescence (incomplete lineage sorting) or gene tree variability among loci, but cannot deal with migration, gene duplication, or gene loss events (Edwards et al. 2007; Liu and Pearl 2007; Liu 2008; Liu et al. 2010). Species tree approaches are computationally very intensive, and their application to data sets covering very many loci is thus often not feasible (Leaché and Rannala 2011; O’Neill et al. 2013), but new methods allow one to overcome some of these restrictions at least...
partially (Bryant et al. 2012; Boussau et al. 2013). Other methods estimating species trees based on gene trees under coalescent models are computationally less intensive but do not incorporate gene tree uncertainty (Kubatko et al. 2009; Liu et al. 2009). Distance-based methods (such as neighbor joining [NJ] or UPGMA) on concatenated data have also been suggested as an alternative for large data sets, because they may be able to infer the correct species tree even when gene trees are highly heterogeneous (Liu and Edwards 2009).

Phylogenomic reconstructions within species or between closely related species harbor additional difficulties as they potentially contain a relatively high proportion of heterozygous sites (Sota and Vogler 2003). The analysis of this diploid information is problematic, because heterozygous sites are usually not handled well in phylogenetic methods. One way to overcome this problem is to reconstruct haplotypes from diploid individuals (e.g., with PHASE [Stephens et al. 2001; Stephens and Donnelly 2003] or BEAGLE [Browning SR and Browning BL 2007]). However, phasing distant loci or phasing all heterozygous positions within loci is often not possible (Garrick et al. 2010), and thus, it is not clear how to best join sequences in concatenation-based phylogenomic analyses. As a consequence, heterozygous positions are often partially or totally excluded from further analyses, but their exclusion leads to a reduction of information and might bias phylogenetic parameter estimates.

We study here the influence of different heterozygous single-nucleotide polymorphism (SNP) handling approaches on phylogenomic estimations of the evolutionary history of the common vole (Microtus arvalis), a genetically highly polymorphic small mammal species. *Microtus arvalis* is a very abundant rodent distributed over most of Europe where it lives in open habitats such as grass- and farm land from sea level up to around 2,000 m altitude (Hauser 1995; Heckel et al. 2005; Braaker and Heckel 2009; Fischer et al. 2011). Previous phylogenetic analyses of mitochondrial DNA (mtDNA) sequences revealed in Europe four major, geographically distinct evolutionary lineages in the species, which were originally estimated to have diverged clearly before the last glaciation maximum (LGM) around 20,000 years before present (Haynes et al. 2003; Fink et al. 2004; Tougard et al. 2008). A further mtDNA lineage has been described from the southern Balkans (Buzan et al. 2010), and the most divergent lineage occurring further east in Russia is sometimes considered to be a separate species *M. obscurus* (Mitchell-Jones et al. 1999). Such patterns of allopatric divergence in multiple evolutionary lineages appear to be relatively common in the explosive radiation of the *Microtus* genus (Fink et al. 2010). However, it is noteworthy that population-based analyses of nuclear microsatellite and mtDNA data provided much more recent divergence time estimates between the four major European lineages in *M. arvalis* than phylogenetic analyses of mtDNA (Heckel et al. 2005). These discrepancies could be partially due to the maternal inheritance and smaller effective population size of mtDNA, which can lead to a more rapid sorting of lineages compared with nuclear DNA, and due to issues with the calibration of evolutionary rates and other locus-specific effects (Fink et al. 2010).

In this study, we take a genomic approach to investigate the evolutionary history and divergence of the deep evolutionary lineages in *M. arvalis*. The fast development in high-throughput sequencing has made it possible to obtain genome-wide DNA sequences for nonmodel organisms, but sequencing multiple whole genomes often still remains prohibitive especially in organisms for which no genome resources are available (Gaggiotti 2010; Leroux et al. 2010). An alternative and cost-effective approach is the high-throughput sequencing of reduced representation libraries of genomes using approaches such as CRoPS (AFLPseq) or RADseq (van Orsouw et al. 2007; Baird et al. 2008; Leroux et al. 2010; Davey et al. 2011). Ideally, these reduced representation libraries consist of a wide range of independently segregating loci distributed over the whole genome (Horvath et al. 2008). Amplified fragment length polymorphisms (AFLPs) are based on the polymerase chain reaction (PCR) amplification of genome-wide distributed DNA sequences (Vos et al. 1995; Bonin et al. 2006; Fink et al. 2010; Fischer et al. 2011), and high-throughput sequencing of these provides direct access to a large number of loci even for nonmodel species without prior sequence information. AFLPseq has the general advantage that the beginning and end sequences of the fragments are known because these represent restriction enzyme cutting sites, which makes it easier to filter wrong assemblies. This simplified identification of misassemblies is useful because the analysis pipelines are less developed compared with RADseq. However, as an additional difference compared with typical RADseq, longer sequences per locus may enable the capture of multiple polymorphic positions, a feature useful for phylogenomic analyses. We use here data from an AFLPseq experiment to investigate different strategies for handling heterozygous SNPs and study their impact on phylogenomic estimates of tree topology, relative branch lengths, and divergence times, which are the main focus of many evolutionary analyses of closely related organisms.

New Approaches

We developed an approach called repeated random haplotype sampling (RRHS), which allows the integration of information from all alleles at heterozygous sites into phylogenetic tree estimation with, for example, NJ, maximum-likelihood (ML), and Bayesian methods. In the RRHS strategy, haploid sequences for each individual are generated by randomly picking a haplotype from the alleles for each of the sampled loci. A tree is inferred from the random haplotypes, and the process of haplotype generation and tree inference is repeated many times. These trees resulting from RRHS provide comprehensive information on the extent of the variation in phylogenetic results due to allelic and haplotypic variation. These trees can be summarized by calculating a majority rule consensus tree with mean branch length. We provide a Java command line program performing RRHS (http://www cmpgj.ee.unibe.ch/content/software_services/computer programs/rrhs/, last accessed January 9, 2014), which allows
the integration of this new approach into existing phylogenetic analysis pipelines.

**Results**

**Sequence Polymorphism**

The sequencing of AFLP fragments from 15 *M. arvalis* individuals sampled in separate populations across Europe (see fig. 1 and supplementary fig. S1, Supplementary Material online) and the assembly of 1,197,275 sequence reads are summarized in table 1 (see supplementary material, Supplementary Material online, for details; Sequence Read Archive accession SRP034588). In brief, we obtained 38,582 sequence contigs across all individuals after quality filtering, trimming, and assembly of raw sequence reads. A total of 1,741 contigs were shared between all 15 individuals of which 1,552 were polymorphic (total length: 192,623 bp; mean coverage: 259.7). These contained 6,807 SNP positions of which 6,018 (88.4%) were heterozygous in at least one individual. At the individual level, the two Orkney voles contained the lowest numbers of heterozygous SNPs (548 and 576), whereas the two Eastern European individuals held the largest numbers (Czech Republic: 1,263; Poland: 1,131). The average number of nucleotide differences between individuals was lowest between the Orkney individuals (555) and highest between Spain and the rest (fig. 2).

**Phylogenomic Analysis**

Independent of using our new approach RRHS or the exclusion of heterozygous information (see later), all phylogenomic analyses of the vole data irrespective of the algorithm used (NJ, ML, and Bayesian) inferred the same topological splits separating the 15 individuals in four clusters (fig. 1; supplementary table S1, Supplementary Material online). These four clusters are largely consistent with geography and correspond to the Eastern, Central, Italian, and Western evolutionary lineages in *M. arvalis* inferred from mtDNA (Haynes et al. 2003; Fink et al. 2004; Heckel et al. 2005; Tougard et al. 2008). The genomic separation of individuals according to evolutionary lineages was also supported by principal component analysis (PCA) (supplementary fig. S2, Supplementary Material online).

For estimating the time of divergence between the evolutionary lineages, we used a calibration based on the maximum divergence time between the two individuals sampled in separate populations on the Orkney Islands (supplementary fig. S1, Supplementary Material online). According to palaeontological records, *M. arvalis* has never been present in Britain except for the Orkney Islands north of Scotland which became inhabitable only after the Scandinavian ice sheet retreated after the last glaciation (Berry and Rose 1975; Yalden 1982; Corbet 1986; Yalden 1999; Haynes et al. 2003; Martínková et al. 2013). *Microtus arvalis* was introduced in Orkney by Neolithic settlers from the coastal region of Belgium/France 5,000–5,600 years ago (5–5.6 Ka) as determined by recent population genetics analyses and radiocarbon dating of subfossil vole bones (Martínková et al. 2013). Therefore, we used 5.6 Ka as the oldest possible time for divergence between the two Orkney samples.
Based on this calibration, NJ trees applying 5,000 rounds of RRHS showed divergence times of the Western lineage around 15.3 ± standard deviation 1.2 Ka, the Italian lineage 13.9 ± 1.2 Ka, and the Central from the Eastern lineage 13.7 ± 1.1 Ka (fig. 1; table 2). Divergence time estimates based on individual rounds of random sampling of haplotypes ranged between 11.3 and 20.2 Ka for the Western split, 10.3–18.8 Ka for Italian and 10.3–18.3 Ka for Central and Eastern lineage split. ML and Bayesian algorithms based on RRHS led to slightly older divergence time estimates between 17.0 and 20.4 Ka (for details see supplementary table S1, Supplementary Material online).

The phylogenomic tree inferred with the species tree program SNAPP (Bryant et al. 2012) suggested a somewhat different order of divergence between the evolutionary lineages compared with the other methods (fig. 3). The most likely topology showed the Central and Italian lineages as sister clades, whereas the topology supported by the other methods (Central and Eastern as sister clades) was only the second most likely. It has to be kept in mind, however, that these analyses were based on a reduced data set of one SNP per contig (i.e., 1,552 SNPs compared with 6,807 for the other

Table 1. Summary of Roche 454 Sequencing and Assembly of AFLP Loci from 15 Microtus arvalis Individuals Sampled across the Species Range.

<table>
<thead>
<tr>
<th>Reads</th>
<th>Total reads 1,197,275</th>
<th>Mean of reads per individual 79,818</th>
<th>Min reads per individual 49,608</th>
<th>Max reads per individual 107,438</th>
<th>Average read length 127.8 bp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contigs</td>
<td>Mean number of contigs per individual 6,599</td>
<td>Mean coverage 9.4</td>
<td>Mean number of reads assembled 59,309</td>
<td>Mean contig length 151.4 bp</td>
<td>Max contig length 695</td>
</tr>
<tr>
<td>Assembly between individuals</td>
<td>Number of contigs 38,582</td>
<td>Polymorphic contigs 11,047</td>
<td>SNPs 36,408</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared by all 15 individuals</td>
<td>Contigs 1,741</td>
<td>Polymorphic contigs 1,552</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total length of polymorphic contigs 192,623 bp</td>
<td>Mean coverage 259.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNPs 6,807</td>
<td>Heterozygous SNP positions 6,018</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phased SNPs 2,957</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Genetic variability in Microtus arvalis. The lower half matrix (blue) shows net average nucleotide differences between individuals at 1,552 loci. The diagonal (orange) shows the average number of nucleotide differences within individuals and the upper half matrix (green) between individuals. The dashed lines separate evolutionary lineages (W: Western; I: Italian; C: Central; E: Eastern).
methods) because SNAPP assumes SNPs to be unlinked. The species tree approach of SNAPP provides the possibility to infer divergence times directly (Bryant et al. 2012), thus in our case without the calibration with the Orkney samples. With a mutation rate estimate of $1.1 \times 10^{-8}$ from mouse (Drake et al. 1998) and assuming an average of two generations per year (Hausser 1995; Hamilton et al. 2005; Martínková et al. 2013), the divergence of the Western lineage from the rest was estimated to have occurred $22.9 \pm 10.6$ Ka, the split of the Eastern lineage $17.1 \pm 8.4$ Ka, and divergence between Italian and Central $11.4 \pm 5.7$ Ka. These estimates were based on SNAPP analyses, which use only polymorphic loci, but if we consider that our data set contains 10.9% monomorphic loci (table 1), a correction by this factor would result in divergence time estimates of $25.7 \pm 11.9$ Ka for the Western, $19.2 \pm 9.4$ Ka for the Eastern, and $12.7 \pm 6.4$ Ka for the Italian and Central lineages. However, these estimates have to be viewed with much caution because the genomic mutation rate of *M. arvalis* may be different from mouse and the generation time may vary between one and three generations per year depending on environmental conditions (Ryszkowski et al. 1973; Hausser 1995; Tegelström and Jaarola 1998; Hamilton et al. 2005). Thus, the application of different combinations of generation times and mutation rates from mouse ($1.1\text{–}4.9 \times 10^{-8}$) (Drake et al. 1998; Rannala and Rannala 2007; Lynch 2010) yields widely varying estimates for divergence times between lineages ($1.7\text{–}45.8$ Ka and, e.g., between $3.4$ and $45.8$ Ka for the separation of the Western lineages) from the uncalibrated SNAPP analyses.

**Heterozygous SNP Handling**

Different approaches for handling the heterozygous SNP positions had a large impact on the estimations of divergence times (table 2 and supplementary table S1, Supplementary Material online), but they did not affect the overall tree topology (fig. 4). NJ trees based on RRHS resulted in basically the same tree and divergence time estimations as NJ trees based on the average number of base differences. The phylogenomic tree based on a data set encoding heterozygous positions as IUPAC ambiguity codes showed relatively shorter end branches (fig. 4c). Here, two individuals with
the same ambiguity code are treated as identical, whereas the mean difference between these individuals is in fact 0.5. This partial "removal" of nonfixed differences due to the use of IUPAC codes led to much older estimates of divergence times between the evolutionary lineages. The complete removal of all heterozygous SNP positions (88.4%) from the data set led to a drastic reduction of informative sites (only 789 SNP positions left) and to a bias in the relative branch lengths (fig. 4d). The resulting divergence time estimations were much older than with RRHS for the Western lineage and slightly older for the split of the Italian lineage and the Eastern and Central lineages.

Repeated subsampling from our data set showed that even a strong reduction of the number of loci had no effect on the tree topology (supplementary fig. S3, Supplementary Material online) and only a small effect on the divergence time estimations (table 3). The standard deviation of the divergence times increased with fewer loci, but the mean remained almost identical to the full data set of 1,552 loci. However, with very low numbers of loci (e.g., 100), the divergence time estimates were roughly 1,300 years older and the standard deviations six times larger. Additionally, the topology was less stable (low support values for internal nodes) with lower numbers of loci. An evaluation of parameters used in the processing of the sequence reads showed that an even more stringent error tolerance (0.01%) for calling SNPs led to a loss of 939 SNP positions but only to a slight increase of the divergence times estimates (table 3). Increasing the similarity threshold used to establish homology of contigs between individuals in the assembly process reduced SNP numbers slightly and led to a small increase of divergence time estimations between lineages (table 3).

**Fig. 4.** Influence of heterozygous SNP handling on phylogenomic trees. Midpoint-rooted NJ trees from 1,552 AFLPseq loci of 15 *Microtus arvalis* individuals. Different heterozygous SNP handling strategies were applied: (a) average number of differences, (b) RRHS, (c) ambiguity codes, and (d) totally removed. Divergence times are calibrated on the Orkney individuals’ split and are given in years before present (BP). The gray bars show the standard deviations of divergence time. The colors represent the evolutionary lineages Eastern (green), Central (red), Italian (blue), and Western (orange).

**Phylogenomic Modeling**

We used computer simulations to examine whether our methodological approach and the time calibration based
on the Orkney colonization is able to reproduce the evolutionary history and divergence times of *M. arvalis* realistically and to test the effects of different demographic parameters on divergence time estimations (fig. 5 and table 4). All trees based on simulated data sets mimicking our empirical data recovered the modeled evolutionary history of lineage divergence, but, depending on the model parameters, divergence time estimates were underestimated or overestimated (table 5). As in our empirical case, the range of divergence time estimates obtained by basing phylogenetic analyses on randomly assigned haplotypes can be rather large (supplementary table S2, Supplementary Material online), which shows the importance of informing about the variance as done by RRHS. In general, the divergence time estimates were younger if the ancestral population size was smaller ($N_A = 2,000$) than the population sizes of the diverged lineages ($N_I, N_C$, and $N_E = 30,000$). As expected, migration between the two Orkney populations led to an overestimation of the divergence times between the other populations. A shorter bottleneck after the colonization of Orkney decreased divergence times between lineages, as this reduces the probability that the sampled Orkney sequences coalesce during this bottleneck phase. A larger ancestral population size led to an increase in divergence time estimates, as the probability of coalescence decreases overall.

Divergence time estimations using RRHS were much less affected overall by the underlying demographic model than the estimations using IUPAC ambiguity codes or the total removal of heterozygous positions (table 6 and supplementary table S3, Supplementary Material online). Migration between the Orkney populations led generally to the strongest deviations particularly with ambiguity codes. SNAPP produced the correct topology in only 40.4% of the cases, but mutation rate-based divergence time estimations for these were relatively close to the truth except for cases with migration between Orkney populations (table 6). Scenarios involving migration are expected to affect SNAPP analyses as the underlying algorithm assumes no gene flow between groups (Bryant et al. 2012). In contrast, when divergence time estimations were based on branch lengths from the SNAPP tree and calibrated with the Orkney population split, there was almost no effect of the underlying demographic model, and divergence times were overall much less overestimated (table 6).

### Discussion

The comparison of different SNP handling strategies shows that ignoring information from heterozygous sites can have a large impact on the estimation of absolute and relative branch lengths and hence bias divergence time estimations. Phylogenomic analyses of genome-wide *M. arvalis* sequence data show a clear and consistent clustering of individuals into four lineages and divergence times likely to have occurred at the end or after the LGM.

#### Influence of Heterozygous SNP Handling

Most phylogenetic studies ignore heterozygous sites in diploid DNA sequences, because they are not considered

### Table 3. Influence of Assembly Parameters and Number of Loci in Genomic Data on Divergence Time Estimates between Evolutionary Lineages of *Microtus arvalis* Based on NJ Trees Using the RRHS Strategy.

<table>
<thead>
<tr>
<th>Assembly Threshold (Similarity)</th>
<th>SNP Error Rate (%)</th>
<th>No. of Loci</th>
<th>No. of SNPs</th>
<th>Divergence Time between Lineages (Years BP ± Standard Deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W/C0</td>
<td>1.00</td>
<td>1,552</td>
<td>6,807</td>
<td>$15,306 ± 1,188 \text{ (I, C, E)}$</td>
</tr>
<tr>
<td>W/C0</td>
<td>1.00</td>
<td>1,000</td>
<td>4,387 ± 72</td>
<td>$15,370 ± 1,723 \text{ (I, C, E)}$</td>
</tr>
<tr>
<td>W/C0</td>
<td>1.00</td>
<td>500</td>
<td>2,193 ± 68</td>
<td>$15,480 ± 2,683 \text{ (I, C, E)}$</td>
</tr>
<tr>
<td>W/C0</td>
<td>1.00</td>
<td>100</td>
<td>538 ± 36</td>
<td>$16,758 ± 6,772 \text{ (I, C, E)}$</td>
</tr>
<tr>
<td>W/C0</td>
<td>0.01</td>
<td>1,481</td>
<td>5,868</td>
<td>$16,873 ± 1,402 \text{ (I, C, E)}$</td>
</tr>
<tr>
<td>W/C0</td>
<td>1.00</td>
<td>1,522</td>
<td>6,630</td>
<td>$16,173 ± 1,230 \text{ (I, C, E)}$</td>
</tr>
<tr>
<td>W/C0</td>
<td>1.00</td>
<td>1,474</td>
<td>6,414</td>
<td>$16,376 ± 1,232 \text{ (I, C, E)}$</td>
</tr>
</tbody>
</table>

**Note.** — BP, before present; W, Western; I, Italian; C, Central; E, Eastern.

*a* Mean ± standard deviation.
relevant and/or analysis software usually does not handle diploid data. However, the number of heterozygous positions can be large as in *M. arvalis* here and in other taxa (Griffiths et al. 2000; Dehal et al. 2002; Sota and Vogler 2003; Kelleher et al. 2007; Fink et al. 2010). Excluding heterozygous positions may lead to significantly biased parameter estimates (Sota and Vogler 2003; Garrick et al. 2010), but the direction of bias may not be straightforward to infer a priori. In our analyses, calibration with the youngest split led often to overestimation of divergence times (fig. 4), but the bias may reverse for older calibration points because they may be comparatively less affected by loss of information from heterozygous sites.

Information from heterozygous positions is particularly valuable for the study of closely related or fast radiating taxa where diagnostic sites are rare. The use of phased haplotypic data is helpful but may not always be available or reliable (Browning SR and Browning BL 2011), and genomic analyses of nonmodel organisms without reference genome typically cannot take linkage disequilibrium into account. Especially in studies of multiple independent loci, phasing between loci is not possible and thus concatenation-based phylogenomic approaches may be problematic. Encoding heterozygous sites as IUPAC ambiguity codes does not solve the issue completely as it leads to an underestimation of sequence divergence between individuals and may thus bias branch length in the phylogenetic tree (Sota and Vogler 2003). Finally, choosing one of the two alleles at random can lead to incongruent and biased tree estimations (see supplementary table S2, Supplementary Material online; Weisrock et al. 2012). RRHS offers a simple solution to these issues.

### Table 4. Demographic Model Parameter Values Used in the Simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>N&lt;sub&gt;A&lt;/sub&gt;</td>
<td>30,000</td>
</tr>
<tr>
<td></td>
<td>N&lt;sub&gt;W&lt;/sub&gt;, N&lt;sub&gt;I&lt;/sub&gt;, N&lt;sub&gt;C&lt;/sub&gt;, N&lt;sub&gt;E&lt;/sub&gt;</td>
<td>30,000</td>
</tr>
<tr>
<td></td>
<td>N&lt;sub&gt;WN&lt;/sub&gt;, N&lt;sub&gt;NS&lt;/sub&gt;</td>
<td>15,000</td>
</tr>
<tr>
<td></td>
<td>N&lt;sub&gt;O&lt;/sub&gt;</td>
<td>10</td>
</tr>
<tr>
<td>Time (years)</td>
<td>t&lt;sub&gt;W&lt;/sub&gt;</td>
<td>15,300 (45,900)</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;I&lt;/sub&gt;</td>
<td>14,000 (42,000)</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;CE&lt;/sub&gt;</td>
<td>13,700 (41,100)</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;WS&lt;/sub&gt;</td>
<td>10,000 (30,000)</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;O&lt;/sub&gt;</td>
<td>5,600 (16,800)</td>
</tr>
<tr>
<td></td>
<td>t&lt;sub&gt;OB&lt;/sub&gt;</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Migration rate</td>
<td>m&lt;sub&gt;O&lt;/sub&gt;</td>
<td>0</td>
</tr>
</tbody>
</table>

Note.—A, ancestral; W, Western; I, Italian; C, Central; E, Eastern; O, Orkney; W<sub>N</sub> and W<sub>S</sub>, Western sublineages; O<sub>1</sub> and O<sub>2</sub>, Orkney populations; WS, Western lineage split; OB, Orkney bottleneck.

### Table 5. Influence of Demographic Model Parameters on Divergence Time Estimates between Evolutionary Lineages of *Microtus arvalis* Based on NJ Trees Applying the RRHS Strategy to Simulated Genomic Data.

<table>
<thead>
<tr>
<th>N&lt;sub&gt;A&lt;/sub&gt;</th>
<th>Orkney Migration</th>
<th>Orkney Bottleneck Duration</th>
<th>Divergence Time between Lineages (Years BP ± Standard Deviation)*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m&lt;sub&gt;O&lt;/sub&gt; (Individuals per Generation)</td>
<td>t&lt;sub&gt;O&lt;/sub&gt; – t&lt;sub&gt;OB&lt;/sub&gt; (Generations)</td>
<td>W – (L, C, E) (15,300)</td>
</tr>
<tr>
<td>2,000</td>
<td>0</td>
<td>20</td>
<td>11,691 ± 903</td>
</tr>
<tr>
<td>2,000</td>
<td>0</td>
<td>3</td>
<td>7,987 ± 628</td>
</tr>
<tr>
<td>2,000</td>
<td>1</td>
<td>20</td>
<td>23,391 ± 1,828</td>
</tr>
<tr>
<td>2,000</td>
<td>1</td>
<td>3</td>
<td>18,634 ± 1,456</td>
</tr>
<tr>
<td>30,000</td>
<td>0</td>
<td>20</td>
<td>18,058 ± 1,211</td>
</tr>
<tr>
<td>30,000</td>
<td>0</td>
<td>3</td>
<td>10,191 ± 695</td>
</tr>
<tr>
<td>30,000</td>
<td>1</td>
<td>20</td>
<td>41,516 ± 2,853</td>
</tr>
<tr>
<td>30,000</td>
<td>1</td>
<td>3</td>
<td>27,503 ± 1,900</td>
</tr>
</tbody>
</table>

Note.—N<sub>A</sub>, ancestral population size; BP, before present; W, Western; I, Italian; C, Central; E, Eastern; O, Orkney; W<sub>N</sub> and W<sub>S</sub>, Western sublineages; O<sub>1</sub> and O<sub>2</sub>, Orkney populations; WS, Western lineage split; OB, Orkney bottleneck.

*Assuming three generations per year.

### Table 6. Consequences of Demographic Model Parameters and Heterozygous SNP Handling for Divergence Time Estimates for Evolutionary Lineages of *Microtus arvalis* Based on Simulated Genomic Data.

<table>
<thead>
<tr>
<th>Heterozygous Position Handling Method</th>
<th>Average Correct Tree Topology (%)</th>
<th>Average Deviation from Simulated Divergence Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
<td>Orkney Migration</td>
</tr>
<tr>
<td>RRHS</td>
<td>74.4</td>
<td>0.33</td>
</tr>
<tr>
<td>RRHS*</td>
<td>75.0</td>
<td>0.33</td>
</tr>
<tr>
<td>Ambiguity codes</td>
<td>74.8</td>
<td>0.80</td>
</tr>
<tr>
<td>Totally removed</td>
<td>53.9</td>
<td>0.13</td>
</tr>
<tr>
<td>SNAPP</td>
<td>40.4</td>
<td>6.69</td>
</tr>
<tr>
<td>SNAPP*</td>
<td>40.4</td>
<td>1.28</td>
</tr>
</tbody>
</table>

*Only one random SNP per locus as in SNAPP analyses.

*Divergence time estimations based on Orkney calibration.
issues and provides information on the uncertainty in the results. With our data sets it led to essentially the same trees as a distance-based method fully integrating heterozygous information (see fig. 4a and b). The main advantage of RRHS, however, is that it can be used with any phylogenetic method or existing phylogenetic program. The need to infer phylogenetic trees many times can be limiting for time consuming tree algorithms, but this can be overcome by using speed optimized phylogenetic programs (like RAxML, Stamatakis 2006) or by running analyses in parallel on a cluster.

**Robustness of Phylogenomic Divergence**

Our simulations support that the clustering of *M. arvalis* individuals in four evolutionary lineages is unlikely to be an artifact of the particular analysis methods or the specific multi locus data set. In our phylogenomic analyses, we concatenated information from many loci—an approach which can lead to wrong species trees if gene trees are highly heterogeneous and thus the assumption of homogenous tree topologies across loci is violated (Kubatko and Degnan 2007). Incongruence between gene and species trees is particularly likely in situations of frequent incomplete lineage sorting as with recently diverged taxa (short branch lengths) and large population sizes (Degnan and Rosenberg 2006; Liu et al. 2010; Kumar et al. 2012). In such situations, the most probable gene tree may be mistaken for the species tree simply because the majority of nucleotide positions support it (Liu and Edwards 2009). Several species tree methods have been developed to solve these issues, but they seem currently unable to handle such a large number of loci as we obtained here with high-throughput sequencing methods, where each locus consists of a DNA sequence containing a few polymorphic sites making it difficult to correctly resolve its gene tree (Leach and Rannala 2011). Liu and Edwards (2009) showed that distance-based methods may correctly recover the species topology even when gene trees are highly heterogeneous due to the presence of deep gene lineages. The average sequence distances are often proportional to the average coalescence times of genes, which were shown to be a consistent estimate of the species tree topology (Liu and Edwards 2009).

In our case, the consistent topology among NJ, ML, and Bayesian approaches with the full data set and with scaled-down numbers of loci suggest a very strong signal of evolutionary divergence within *M. arvalis*. The analyses with the species tree program SNAPP favored a slightly different order of divergence of the evolutionary lineages than the other methods. SNAPP implements a coalescent model and thus incorporates incomplete lineage sorting, which can cause issues in other methods. Our results suggest that this may come at the expense of a need for more data, because our simulation results show that SNAPP has difficulties to identify the correct topology, whereas NJ was able to recover it with the same number of SNPs (table 6). Nevertheless, the true topology was still the second most likely for SNAPP, and further speed-optimized developments of species tree approaches may show their strengths particularly with even larger genomic data sets now at hand.

**Divergence Times between Evolutionary Lineages**

The estimated maximum divergence times between the four evolutionary lineages of 13.7–20.4 Ka correspond to the end of the last glaciation period (Weichselian, between 10 and 100 Ka) and are at the lower range of previous estimates based on mtDNA (several hundred Ka to 51.9–14.6 Ka; Haynes et al. 2003; Fink et al. 2004; Heckel et al. 2005; Tougard et al. 2008). Nuclear microsatellite markers provided also relatively recent divergence time estimates (24.8–6 Ka; Heckel et al. 2005) compatible with our genomic estimates. These results correspond quite well to the scenario proposed for this relatively cold-tolerant species by Heckel et al. (2005) in which the ancestors of current *M. arvalis* lineages survived the LGM not only in southern refugia located in the Balkans, Iberia, and Italy but also in ice-free steppe tundra-like areas of Central Europe (e.g., Central lineage). After postglacial expansion, the Central, Western, and Italian lineages are currently in secondary contact in the region of the Alps (fig. 1; Heckel et al. 2005; Braaker and Heckel 2009; Sutter et al. 2013). Interestingly, recent work on Central European field voles *M. agrestis* re-estimated divergence in distinct allopatric lineages also to be much more recent than before (12.6–11.4 Ka vs. several hundred thousand years; Herman and Searle 2011). It is further interesting that some of these allopatrically diverged *Microtus* lineages are already in the process of forming new species (Bastos-Silveira et al. 2012; Beysard et al. 2012; Sutter et al. 2013; Beysard and Heckel 2014), which is in line with the explosive diversification in this rodent group (Fink et al. 2010).

Allopatric separation of evolutionary lineages in *M. arvalis* is expected to result in the decoupling of demographic processes between these lineages additional to population-specific factors. For example, genomic diversity of voles from the Central lineage in Switzerland (B1–B4) is lower than in most other analyzed individuals (fig. 2). This is in agreement with population-based analyses and most likely due to the relatively recent colonization of this region of the Alps approximately 8 Ka after the melting of the glacial ice sheet (Hamilton et al. 2005; Heckel et al. 2005). The Orkney individuals also show a large reduction in genetic variability, which is most likely due to the strong bottleneck in the human-mediated colonization process of the Orkney Islands. Recent investigations of microsatellite data show reduced variability in Orkney as well and suggest that the source of the founding individuals was in the coastal area of France or Belgium (Martínková et al. 2013). In our analyses, the Orkney samples are clearly distinct but consistently closest to the sample from Belgium.

Our time calibrations are based on radiocarbon dates of the oldest *M. arvalis* bones detected during very extensive paleontological investigations of the Orkney archipelago (Martínková et al. 2013). A relatively unlikely separation of the Orkney vole populations earlier than 5.6 Ka would also push divergence between the lineages further back but ice
cover of Orkney during the last glaciation limits this to a maximum of around 12 Ka (Martínková et al. 2013), that is, a factor of two for our estimates. A more recent split between the Orkney populations would result in even younger divergence time estimates. It has been shown that divergence time estimations based on gene trees may overestimate population or species split times and thus species tree methods should be preferred (Liu and Edwards 2009), but this effect would make divergence times in our case only even more recent. Indeed, the simulations show that underestimation of the divergence time may occur depending on the evolutionary scenario and method but underestimation is more common (supplementary table S3, Supplementary Material online). Particularly, migration between the Orkney populations has a major impact on the estimates. This impact is strongest for methods explicitly assuming the absence of gene flow (e.g., SNAPP), but simple approaches like RRHS were relatively little affected by migration in the evolutionary scenarios studied here. Also the SNAPP results calibrated on the Orkney population split were little affected by the underlying demographic model.

The divergence time estimates based on ML and Bayesian methods are slightly older (17–20.4 Ka, see supplementary table S1, Supplementary Material online) than from NJ, which is probably due to partitioning and different mutation models. Inappropriate models of nucleotide evolution can have a large effect on divergence time estimations even for relatively recent events (Arbogast et al. 2002). Genome-wide data sets may be especially affected by imperfect models, because very small deviations from the assumed model can lead to significantly different estimations (Kumar et al. 2012). Additionally, not taking into account rate variation among sites leads to underestimation of branch lengths (Buckley et al. 2002; Deluc et al. 2005; Rannala and Yang 2008; Kumar et al. 2012). However, the used ML and Bayesian methods assume that all genes evolved under the same tree (topology), and it is not known how branch lengths estimations are affected if this assumption is violated (Kumar et al. 2012). Our direct divergence time estimations with SNAPP are in the same range as with the other methods, but they vary widely between 1.7 and 45.8 Ka depending on the assumed mutation rate and generation time. Given the limitations in finding the correct tree topology in our simulated evolutionary scenario (table 6 and supplementary table S3, Supplementary Material online) and the sensitivity to gene flow (Bryant et al. 2012), results concerning closely related species or lineages should be evaluated very carefully.

Conclusion

High-throughput sequencing of AFLP fragments allows one to study the genome-wide evolutionary history of populations or of closely related species in nonmodel organisms as no prior knowledge of the genome is needed (van Oorsouw et al. 2007; Gompert et al. 2010; Leroux et al. 2010). We were able to provide strong genomic support for four separate evolutionary lineages in the common vole and exemplified the importance of heterozygous positions for phylogenetic parameter estimates of closely related taxa. Our RRHS strategy is a simple, straightforward way to include this information in already existing analysis pipelines. Nevertheless, there is a need to integrate heterozygous site information correctly in phylogenetic analysis methods (e.g., Potts et al. 2014) as high-throughput sequencing provides access to vast genomic data sets of diploid species. Additionally, further developments of species tree approaches able to handle such large data sets and potential gene flow are desirable as those methods should be able to bridge the fields of phylogenetics and population genetics and have the potential to better resolve the evolutionary history of related species.

Materials and Methods

Samples and DNA Extraction

We analyzed 15 individuals of M. arvalis sampled from different populations across Europe (see fig. 1). Populations in this species are typically differentiated even at relatively small geographic scales (Heckel et al. 2005; Schweizer et al. 2007; Martínková et al. 2013). Voles were trapped with snap traps, and tissues were stored in absolute ethanol or deep frozen. Genomic DNA was extracted from tissue using a standard phenol–chloroform protocol (Sambrook et al. 1989). The quality and quantity of the DNA was determined on 0.8% agarose gels and with a spectrophotometer (NanoDrop ND-1000; Thermo Fisher Scientific, Wilmington, DE). The DNA concentration was standardized to 100 ng/µl.

AFLP Preparation

AFLP analyses were performed by adopting the protocols established by Fink et al. (2010) and Fischer et al. (2011). Six microliters of DNA (100 ng/µl) were digested for 2 h at 37 °C with 0.10 µl EcoRI (100 U/µl; New England Biolabs, Ipswich, MA) and 0.10 µl Msel (10 U/µl; New England Biolabs). In the same reaction, 1.0 µl of each adapter pair (EcoRI adaptors 5 pmol/µl; Msel 50 pmol/µl) was ligated to cutting sites by adding 0.05 µl T4 DNA ligase (2,000 U/µl; New England Biolabs), 0.55 µl BSA (1 mg/ml; New England Biolabs), 1.10 µl NaCl (0.5 M), and 1.10 µl T4 DNA ligase buffer (New England Biolabs).

Ligated samples were diluted 10 times with double distilled water (ddH2O) before selective preamplification was performed with primers complementary to the adapters and restriction site but with an additional base (E01 = 5'-GACTG CGTACCAATT-TA-3' and M02 = 5'-GATGATCCTGAGTAGTAA C-3'). Each PCR was performed in a 40 µl volume using 8.0 µl diluted and ligated product, 1.0 µl of each primer (5 µM), 2.4 µl MgCl2 (25 mM), 4.0 µl dNTP (2.5 mM), 4.0 µl 10x PCR buffer with (NH4)2SO4 (Qiagen), and 0.32 µl Taq DNA polymerase (5,000 U/ml, Qiagen). The thermo cycling parameters were 72 °C for 2 min, followed by 30 cycles of denaturation at 94 °C for 20 s, annealing at 56 °C for 30 s, and extension at 72 °C for 2 min, followed by a final extension step at 60 °C for 30 min. The quality and quantity of the preamplified products were determined with a NanoDrop spectrophotometer.
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Selective amplifications were performed with 21 primer combinations (supplementary table S4, Supplementary Material online). For each selective amplification, two PCRs were done in 20 μl reaction volumes each using 4.0 μl diluted (1:10 with ddH₂O) preamplification product, 0.5 μl E-primer (10 μM), 0.5 μl M-primer (10 μM), 1.2 μl MgCl₂ (25 mM), 4.0 μl dNTP (2.5 mM), 2.0 μl 10× PCR buffer with (NH₄)₂SO₄ (Qiagen), and 0.16 μl Taq DNA polymerase (5 U/μl, Qiagen). A touchdown PCR was performed, starting with 94°C for 2 min, followed by 10 cycles of 94°C for 20 s, 66°C for 30 s, 72°C for 2 min, where the annealing temperature dropped by 1°C with each repetition, followed by 26 cycles of 94°C for 20 s, 56°C for 30 s, 72°C for 2 min, with a final 30-min temperature hold at 60°C. The 2× 20 μl selective amplification products were mixed together and cleaned from primers and short DNA sequences (<100 bp) with the Sigma GenElute PDR Clean-Up kit. The DNA concentrations of the PCR products were measured with a NanoDrop spectrophotometer to standardize the amount of DNA to 0.24 μg for each primer combination.

High-Throughput Sequencing and Data Processing

Five micrograms of DNA (0.24 μg DNA per primer combination) of each individual was sent to the Functional Genomics Centre Zurich (Zurich, Switzerland) and sequenced on a full run of the Roche 454 Life Science Genome Sequencer FLX Titanium. Standard molecular barcodes (Multiplex Identifiers or MIDs, 454 Life Sciences Corporation) were used to tag individual samples. The resulting AFLP sequences were separated according to the individuals. Low-quality reads with a mean quality score below 25 were discarded (Huse et al. 2007), and the AFLP primer sequences were removed (EcoRI and Msel restriction sites plus three selective base pairs were kept; supplementary table S4, Supplementary Material online). Reads containing both primers are fully sequenced AFLPs and were assembled with a minimum match percentage of 0.94 (van Oorsouw et al. 2007). Reads containing only one primer were de novo assembled to contigs covering both primers using CLC Genomic Workbench v. 3.7 (CLC bio, Aarhus, Denmark) with a minimum match percentage of 0.94 and an overlap of 0.7. AFLP contigs resulting from the two approaches were assembled together to obtain all contigs for each individual. We will refer to these as AFLPseq for the rest of the paper. Reads without primer and nonassembled reads with only one primer were excluded from further analysis as well as contigs shorter than 50 bp. AFLPseq from all individuals were assembled (minimum match percentage of 0.91) against each other to find homologous AFLPseq. SNP calling was performed across all 15 individuals simultaneously using the UnifiedGenotyper of the Genome Analysis Toolkit (GATK) v. 1.3-17 (McKenna et al. 2010; DePristo et al. 2011). SNPs with a phred-scaled quality score less than 20 were discarded, that is, only SNPs with an error probability less than 1% were kept. In addition, we phased the SNPs within each contig with the program ReadBackedPhasing of GATK, which performs a physical phasing within a Bayesian framework based on the observed reads.

Phylogenomic Analysis

The phylogenomic analyses were based on all AFLPseq contigs, which contained at least one polymorphic position and were shared between all 15 individuals to avoid potential issues with missing data (Leroux et al. 2010; Leache and Rannala 2011). Genetic distances were calculated from concatenated AFLPseq loci with the Dnadist program of the PHYLIP package (Felsenstein 2005) using the Kimura 2-parameter distance method (Kimura 1980). Phylogenomic trees based on the genetic distances were inferred using a NJ approach implemented in the program Neighbor of PHYLIP. For display and our comparative analyses, all trees were midpoint rooted, linearized, and calibrated using MEGA v. 5.05 (Tamura et al. 2011) by applying a strict molecular clock and a maximum divergence time of 5.6 Ka between the two Orkney populations (see results).

We developed a simple new approach called RRHS to integrate the information of all alleles from heterozygous positions into phylogenomic tree estimation. In the RRHS strategy, haploid sequences for each individual are generated by randomly picking a haplotype for each of the sampled loci. If some heterozygous positions within a locus cannot be phased, the random haplotypes are picked independently for each unphased part of the locus. A Java program performing RRHS is available on our website: http://www cmpg. unibe.ch/content/softwares__services/computer_programs/ rrhs/ (last accessed January 9, 2014). In a second step, the sequences are used to infer a phylogenomic tree. This is similar in spirit to Weisrock et al. (2012), but the process of random haplotype sampling and tree inference is repeated many times in RRHS, resulting in a collection of trees covering allelic and haplotypic variation widely. We used 5,000 repetitions of RRHS and summarized the resulting trees by calculating a majority rule consensus tree with mean branch lengths and standard deviations computed using the smt command in MrBayses v. 3.1.2 (Huelsenbeck and Ronquist 2001). The shortest and longest branch lengths were obtained using the TreeAnnotator software v. 1.6.2 within the BEAST distribution (Drummond et al. 2012). Additionally, a modified blockwise bootstrap analysis of AFLPseq contigs with 5,000 repetitions was performed to infer the stability of the tree topology. In the blockwise bootstrap analysis, blocks of adjacent characters of a given length (instead of individual characters) are randomly resampled (Künsch 1989), because neighboring characters are less likely to evolve independently. For each bootstrap repetition, random haplotype sampling was applied and a NJ tree inferred. The resulting bootstrap trees were summarized by a majority rule consensus tree using the smt command in MrBayes.

Additional ML and Bayesian trees were estimated using RAXML version 7.2.8 (Stamatakis 2006) and MrBayes version 3.1.2 (Huelsenbeck and Ronquist 2001). For both methods, a partitioned analysis was applied with an independent general-time-reversible model of substitutions and variation in
substitutions rates among sites assigned to each partition. The Bayesian analysis was run with four (three hot and one cold) simultaneous Metropolis-coupled Markov chains for 2,000,000 iterations with chain sampling every 1,000th iteration. The first 1,000 trees were discarded as burn-in based on stationarity of the log-likelihood values of the cold chain. The ML analysis was repeated for 5,000 and the Bayesian for 1,000 RRHS data sets to incorporate heterozygous information. The resulting trees of each method were summarized by calculating majority rule consensus trees with mean branch lengths and their standard deviations using MrBayes.

We also applied the species tree approach implemented in the program SNAPP (Bryant et al. 2012) to our data. SNAPP expects that SNPs are independent from each other, thus our empirical data set was reduced to one random SNP per contig (resulting in 1,552 SNPs). The individuals were grouped into the four evolutionary lineages according to the results of the NJ approaches. We applied a gamma prior for $\theta$ ($\alpha = 1$, $\beta = 200$) with independent $\theta$ on each branch. A uniform hyperprior was used for the speciation rate $\lambda$ in the Yule model. SNAPP was run for 10,000,000 iterations with sampling every 2,000th iteration. The first half of the trees was discarded as burn-in. The analysis was repeated 50 times taking new random SNPs in every round, and the complete tree set was visualized with the program DensiTree (Bouckaert 2010). The trees were summarized with MrBayes by calculating majority rule consensus trees with mean branch lengths and their standard deviations. The divergence times between the lineages were estimated by multiplying the branch length with the generation time divided by the mutation rate.

Furthermore, a PCA was performed to visualize in a model-free approach the distribution of genetic variance between the M. arvalis individuals. The PCA was based on the SNP data transformed to an integer matrix where each individual SNP was encoded as 0 if the individual was homozygous for the first allele, 1 if it was heterozygous, or 2 if it was homozygous for the alternative allele. PCAs were calculated using the prcomp program of the stats library in R (http://www.r-project.org).

Heterozygous Position Handling
We tested the influence of different heterozygous position handling approaches on the phylogenomic tree reconstructions with two modified AFLPseq data sets. In the first one, all heterozygous SNP positions in each individual were replaced with IUPAC ambiguity codes. In the second one, heterozygous positions were completely removed in all individuals. NJ, ML, and Bayesian trees were inferred as described earlier, except that the ML and Bayesian tree analyses were repeated 100 times. An additional NJ tree based on the average number of nucleotide differences between individuals was used to evaluate the results from the three approaches (RRHS, ambiguity code, and total removal). For this purpose, two sequences per individual were constructed, one containing the first and the other the second allele. The matrix of the average number of nucleotide differences between individuals was calculated using the program MEGA. In addition, MEGA was used to calculate the average number of nucleotide differences within individuals and the net average of nucleotide differences between individuals.

Test of Data Set Properties
We also analyzed the influence of the number of loci on our phylogenomic tree reconstructions. For this, NJ trees were inferred using RRHS from reduced numbers of AFLPseq loci by randomly choosing 5,000 times each 1,000, 500, or 100 loci from the complete data set without replacement. Furthermore, the impact of some alignment parameters on the phylogenomic tree was tested. In the first approach, we increased the phred-scaled quality score threshold to 40 for accepting an SNP, which corresponds to an SNP position error probability less than 0.01%. NJ trees with the more stringent SNP acceptance rate were calculated using RRHS with 5,000 repetitions. We also tested further similarity thresholds for the alignments between AFLPseq from different individuals (92% and 94%). This higher similarity allows fewer polymorphic positions at homologous loci. SNP calling was performed with an error probability less than 1% as described earlier, and the resulting polymorphic AFLPseq contigs shared between all 15 individuals were used to infer NJ trees with RRHS (5,000 repetitions).

Phylogenomic Modeling
DNA sequences were simulated using the program fastsimcoal v. 1.1.2 (Excoffier and Foll 2011) with the evolutionary scenario for M. arvalis shown in figure 5 and the parameter values given in table 4. This scenario is based on mtDNA studies (Fink et al. 2004; Martinková et al. 2013) and the results of our phylogenomic analyses: the Western lineage (W) diverged first from the ancestral population, followed by the Italian lineage (I), and a split between the Central (C) and Eastern lineages (E). The Western lineage further diverged into two sublineages in the north and south of continental Western Europe ($W_N$ and $W_S$). The Orkney voles populations were founded by individuals from the sublineage $W_N$ (Fink et al. 2004; Martinková et al. 2013). After a bottleneck during introduction, the Orkney population split into two populations ($O_1$ and $O_2$) which may exchange some migrants (table 4).

The model was used to simulate 1,600 independent diploid DNA sequence loci of 125 bp length in 15 individuals mimicking our empirical data. We applied a mutation rate of $4.9 \times 10^{-8}$, which results on average in 4.4 SNP positions per locus across the 15 sampled individuals corresponding to the empirical AFLPseq data. Phylogenetic trees were reconstructed from each simulated data set by applying the RRHS strategy with 100 repetitions for which the simulation and tree inference process was repeated 100 times each. This resulted at the end in 10,000 NJ trees, which were summarized by a majority rule consensus tree with mean branch lengths and standard deviations using MrBayes as for the empirical data. The complete simulation procedure was done for each combination of the model parameters (ancestral population...
size $N_{rt}$ time to the Orkney bottleneck $t_{OB}$. Orkney migration rate $m_{OJ}$ resulting in eight different simulation scenarios.

Additional NJ trees were calculated from simulated data sets (100 each) with all heterozygous SNP positions either replaced with IUPAC ambiguity codes or completely removed in all individuals, or with the data set reduced to one random SNP per locus. SNAPP was also used to infer the phylogenomic trees based on one random SNP per simulated locus. The individuals were assigned to the groups used in the model (O1, O2, WN, WS, L, C, and E). Analyses were run with 2,000,000 iterations (50% burn-in) and the same priors as for the empirical data set. SNAPP analyses were repeated for 50 simulations per model. The divergence times were estimated by multiplying the branch length with the generation time divided by the mutation rate using the values of the simulations (generation time: 0.333, mutation rate of $4.9 \times 10^{-8}$) or by calibrating on the Orkney population split as for the other methods.
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