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Abstract

Mobile genetic elements such as plasmids are important for the evolution of prokaryotes. It has been suggested that there are differences between functions coded for by mobile genes and those in the “core” genome and that these differences can be seen between plasmids and chromosomes. In particular, it has been suggested that essential genes, such as those involved in the formation of structural proteins or in basic metabolic functions, are rarely located on plasmids. We model competition between genotypically varying bacteria within a single population to investigate whether selection favors a chromosomal location for essential genes. We find that in general, chromosomal locations for essential genes are indeed favored. This is because the inheritance of chromosomes is more stable than that for plasmids. We define the “degradation” rate as the rate at which chance genetic processes, for example, mutation, deletion, or translocation, render essential genes nonfunctioning. The only way in which plasmids can be a location for functioning essential genes is if chromosomal genes degrade faster than plasmid genes. If the two degradation rates are equal, or if plasmid genes degrade faster than chromosomal genes, functioning essential genes will be found only on chromosomes.
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Introduction

Mobile genetic elements play an important role in prokaryote evolution (Bergstrom et al. 2000; Ochman et al. 2000; Jain et al. 2003; Bordenstein and Reznikoff 2005; Sørensen et al. 2005; Thomas and Nielsen 2005; Young et al. 2006; Goldenfeld and Woese 2007; Koonin and Wolf 2008; Tazzyman and Bonhoeffer 2013). A distinction has been drawn between the “core” genome, consisting of genes that are not horizontally transferred, and the “accessory” genome, which contains horizontally transferable genetic elements (Hacker and Carniel 2001; Rankin et al. 2010). There are many mechanisms implicated in horizontal transfer (broadly grouped into conjugation, transduction, and transformation Hacker and Carniel 2001), but conjugative plasmids have been cited as a particularly common and successful vector of transfer (Norman et al. 2009), allowing for transfer of genes across large taxonomic distances.

It has been suggested that there are functional differences between genes that are likely to be horizontally transferred and those that are part of the core genome, both generally (Hacker and Carniel 2001) and specifically in the case of plasmid-biased genes (Eberhard 1990; Rankin et al. 2010). Plasmids replicate independently from the chromosome of their host and can be transferred horizontally and vertically. Consequently, their evolutionary interests may differ from those of the chromosome. These divergent interests can give rise to conflict or to cooperation between plasmid and chromosomal genes (Werren 2011). At the very least, the different evolutionary trajectories and interests of plasmids and chromosomes mean that the average genetic composition of each is likely to differ.

There are several examples of such differences in genetic composition. Naturally, there are a suite of phenotypic traits that plasmids will benefit from possessing, such as the ability to cause conjugation (Thomas 2000, though “small” plasmids often lack this feature). Because there are phages that can exploit the act of conjugation (Anderson 1968), it can be costly for a plasmid’s bacterial host, without gaining any obvious benefit (as the donor receives nothing). Consequently, chromosomes are probably less likely than plasmids to bear genes coding for conjugation. However, there are other phenotypic traits that also seem to be coded for by plasmid-biased genes. For reasons that have not been fully explained (though see Nogueira et al. 2009), bacteriocin production (Gonzalez and Kunka 1987), gall formation (Goethals et al. 2001), plant root nodulation (Dowling and Broughton 1986), virulence factors (Evans et al. 1975), and antibiotic resistance genes (Jacob and Hobbs 1974; Tazzyman and Bonhoeffer 2014), all seem to be functions coded for by genes commonly found on plasmids (Eberhard 1990).

One particular element of plasmid genetics that has been observed is the fact that plasmids seldom carry genes that code for structural proteins or basic metabolic functions (Koch 1981; Eberhard 1990), from hereon referred to as “essential genes.” However, because of rates of gene flow between bacterial chromosomes and plasmids, and the population sizes of bacterial populations, it seems likely that over evolutionary time, most or all bacterial genes have been at some time located on both plasmids and on chromosomes (Eberhard 1990). Additionally, there are examples of plasmids bearing genes that are essential for the growth of the cell they inhabit (either all the time; Young et al. 2006;
Dziewit et al. 2014; or under specific, regularly encountered environments, e.g., in the dark, Nagarajan et al. 2014, or under anaerobic conditions, Ebert et al. 2013). Thus, because essential genes are in fact sometimes found on plasmids (and must have been found there at times throughout evolutionary history), why are they not found there more often?

The first possibility is that this is a semantic problem: Plasmids are often loosely defined as being replications lacking in essential genes, and consequently, no essential genes can be found on plasmids. As we are interested in what forces make essential genes less likely to be horizontally transferred, and because (as noted above) there are in fact instances of essential genes on plasmids, we can safely disregard this semantic solution.

Another possibility is that there is only finite space on plasmids, and this space is taken up by the kinds of genes that are favored on plasmids, as noted above. For example, there have been various hypotheses to explain why plasmids would be an ideal locations for antibiotic resistance genes (Eberhard 1990; Rankin et al. 2010; Tazzyman and Bonhoeffer 2014). We feel, however, that this explanation is begging the question somewhat: Even if these other kinds of genes are favored in a plasmid context, we need to show that essential genes are not also favored. Ideally, we would like to establish some sort of advantage accruing to essential genes from a chromosomal location.

A final possibility is given by the “complexity hypothesis.” This suggests that the connectivity of a protein in the cellular network, rather than the function of the protein, has a large influence over how easily it can be horizontally transferred (Jain et al. 2003; Cohen et al. 2011). Genes whose products have a high degree of protein–protein interaction will likely disrupt the metabolism of a cell into which they are transferred and consequently are unlikely candidates for horizontal transfer (Baltrus 2013). Essential genes by their very nature have been suggested to have high connectivity (Jeong et al. 2001; Zotenko et al. 2008) and so by the complexity hypothesis would be unlikely to be transferred horizontally. This is a compelling explanation. However, our model below considers a much simpler case, attempting to explain the situation without reference to the complexities of protein–protein interactions.

Understanding what forces bias essential gene location away from plasmids and on to chromosomes will help us to better understand the evolutionary processes shaping plasmid genomes. To investigate this, we here construct a competition model, incorporating essential genes on both plasmids and chromosomes and allowing for some degradation of these genes. We can therefore see under which conditions a chromosomal location is favored for such crucial genes.

The Model

The Essential Gene

Our model features a single, idealized essential gene. Individuals require at least one working copy of this gene to survive. The gene is found both on the chromosome and on plasmids. In either setting, the gene can undergo “degradation.” By degradation, we mean any genetic process that makes the gene no longer functional, including, for example, mutation, deletion, and translocation events, as long as they sufficiently disrupt the gene, so that it no longer works. For simplicity, we group all such events under degradation and assume that they occur at a rate \( \mu_p \) per individual for chromosomal locations and \( \mu_p \) per plasmid for plasmid locations. Thus, every generation functioning essential genes on chromosomes and on plasmids lose their functionality at these rates.

Six Types of Individuals

Each individual in our population has one of two possible chromosome states: Either “wildtype” (i.e., with a functioning essential gene) or “mutant” (i.e., with a degraded essential gene). We denote these states as \( w \) and \( m \), respectively. Wild-type individuals have a functioning essential gene on their chromosome, but mutant individuals do not. Therefore, to avoid death due to lacking the essential gene, a mutant individual must have a functioning essential gene on a plasmid.

Each individual also has one of three possible plasmid states: Either no plasmid (denoted with the “empty set” symbol \( \emptyset \)), a wild-type plasmid (i.e., with a functioning essential gene, denoted \( p \)), or a mutant plasmid (i.e., with a degraded essential gene, denoted \( q \)).

There are thus six types of individuals in total: Wild-type chromosome with no plasmid (which we denote \( w_{\emptyset} \)), wild-type chromosome with wild-type plasmid (\( w_p \)), wild-type chromosome with mutant plasmid (\( w_q \)), mutant chromosome with no plasmid (\( m_{\emptyset} \)), mutant chromosome with wild-type plasmid (\( m_p \)), and mutant chromosome with mutant plasmid (\( m_q \)). The relative frequency of a type \( x_y \) is then denoted \( f(x_y) \), and the relative frequency after \( t \) generations will be denoted \( f_t(x_y) \). To simplify notation, we will denote the equilibrium relative frequency of a type \( x_y \) as \( x_y^\ast \), rather than the more cumbersome \( f^\ast(x_y) \).

Fitness Scheme

All fitnesses are defined relative to the fitness of type \( w_{\emptyset} \), which has a wild-type chromosome and no plasmid, and which we define to have fitness 1. There are then two elements to the fitness scheme. First, any individual lacking at least one functioning copy of the essential gene dies and thus has fitness zero. Therefore, the fitnesses of type \( m_q \) and \( m_q \) are zero, and no individuals of these types in fact exist in our population.

The second element in our scheme is the presence of the plasmid, which confers a small fitness cost, \( 0 < c \ll 1 \). The relative fitness of plasmid bearing types \( w_p \), \( w_q \), and \( m_p \) are then all \( 1 - c \).

Interactions between the Types

In addition to the relative fitnesses, the frequencies of each type are also determined by interactions between the types. There are three types of interactions: Mutation, conjugation, and segregation. We describe the details below; a diagram
showing all interactions between the four surviving types is shown in figure 1.

Degradation. As mentioned above, degradation occurs on both chromosomes and plasmids, at rates $\mu_c$ and $\mu_p$ respectively. Thus, in every generation, a proportion $\mu_c$ of individuals with wild-type chromosomes become individuals with mutant chromosomes. In the case of $w_0$ and $w_q$ individuals, the chromosomal degradation immediately results in death, because it leaves the individual without a functioning housekeeping gene. In the case of a $w_p$ individual, however, the chromosomal degradation results in an $m_p$ individual, which is “rescued” from death by the functioning essential gene on the plasmid. Similarly, in every generation, a proportion $\mu_p$ of individuals with wild-type plasmids become individuals with mutant plasmids. In the case of an $m_p$ individual, the plasmid degradation results in a $w_q$ individual, which still has a functioning essential gene on its chromosome.

Conjugation. Conjugation is the process through which plasmids are transferred horizontally in the population, from a plasmid bearer to a nonplasmid bearer. We assume that our individuals are in a well-mixed, constant volume and that the process of horizontal transfer can therefore be reasonably well approximated by mass action-type equations (Ross 1915).

Conjugation can occur between any pair of individuals consisting of one plasmid bearer and one nonplasmid bearer. However, because in our system $m_0$ and $m_q$ individuals immediately die, we can ignore conjugation events featuring these types. Conjugation therefore occurs between $w_0$ individuals and $w_p$, $w_q$, or $m_p$ individuals. It transforms the nonplasmid-bearing $w_0$ into a plasmid-bearing transconjugant. Thus, conjugation between $w_0$ and $w_p$ or $m_p$ individuals results in the $w_0$ individual becoming the transconjugant $w_p$, whereas conjugation between $w_0$ and $w_q$ results in the $w_0$ individual becoming the transconjugant $w_q$. Note that the chromosomal state is unchanged by conjugation.

Because we use mass action equations, the proportion of $w_0$ individuals that become transconjugants every generation is proportional to the relative frequencies of $w_0$ individuals, and of the plasmid bearers, and is controlled by a parameter $\beta$. Given frequencies $f(w_0)$, $f(w_p)$, $f(w_q)$, and $f(m_p)$ at a given generation, we then have $\beta f(w_0) f(w_p) + f(m_p))$ transconjugant $w_p$ individuals and $\beta f(w_0) f(w_q)$ transconjugant $w_q$ individuals created, in that generation.

Segregation. Segregation is the process by which plasmid-bearing individuals lose their plasmids, usually during replication. It is generally believed to be rare because of a variety of phenotypic adaptations that plasmids have evolved to prevent it from occurring (e.g., postsegregational killing [Cooper and Heinemann 2000]; or methods to ensure even splitting of plasmids during cell division [Ebersbach and Gerdes 2005]). We model it by assuming that some small proportion $\gamma$ of plasmid bearers lose their plasmids per generation. Thus, $w_p$ and $w_q$ individuals become $w_0$ individuals, whereas $m_p$ individuals die because they become $m_0$ individuals and thus lack a functioning essential gene.

The Model

We use the above elements to construct the model as follows. We census the population at every generation. We concern ourselves with relative frequencies and assume that the total population size is a (very large) constant. Therefore at any generation, the frequencies of each type add up to one: $f(w_0) + f(w_p) + f(w_q) + f(m_p) = 1$. Given frequencies $f_t(w_0)$, $f_t(w_p)$, $f_t(w_q)$, and $f_t(m_p)$ after $t$ generations, we wish to know the frequencies after $t+1$ generations.

To simplify the mathematics, we first take fitness into account and then the interactions. The fitness of type $w_0$ is 1, whereas the fitness of types $w_p$, $w_q$, and $m_p$ is $1 - c$.

\[
g_{w_0} = f_t(w_0)
g_{w_p} = (1 - c)f_t(w_p)
g_{w_q} = (1 - c)f_t(w_q)
g_{m_p} = (1 - c)f_t(m_p)
\]
Then, the frequencies of each genotype in the next generation are

\[
\mathcal{w}f_{t+1}(w_p) = g_{w_p}(1 - \mu_c) - \beta g_{w_q}(g_{w_p} + g_{w_q} + g_m)
+ \gamma (g_{w_p} + g_m),
\]

\[
\mathcal{w}f_{t+1}(w_q) = g_{w_q}(1 - \mu_c - \mu_p - \gamma) + \beta g_{w_q}(g_{w_p} + g_m),
\]

\[
\mathcal{w}f_{t+1}(w_m) = g_m(1 - \mu_p - \gamma) + \mu_c g_{w_q},
\]

\[
\mathcal{w}f_{t+1}(m_p) = g_m(1 - \mu_p - \gamma) + \mu_c g_{w_q},
\]

where \(\mathcal{w}\) is the average fitness for generation \(t\), defined as

\[
\mathcal{w} = f_t(w_p)(1 - \mu_c) + (1 - c)f_t(w_p) + (1 - c)f_t(w_q)(1 - \mu_c) + (1 - c)f_t(m_p)(1 - \gamma - \mu_p),
\]

so that the new genotype frequencies add to one. We can combine the sets of equations (1) and (2) with equation (3) to find equilibrium frequencies \(w^*_p, w^*_q, w^*_m\) and \(m^*_p\).

**Results**

There are four different equilibria possible. Inspection of figure 1 reveals that equilibria are possible in which there are only \(w_q\) types, in which there are only \(w_q\) and \(m_q\) types. There is also an equilibrium in which all four types are present. We now go through the stability of these equilibria in turn.

**Equilibrium with Only \(w_q\) Individuals**

This equilibrium point corresponds to the case where the plasmid is absent from the population. Under these circumstances, because only chromosomal essential genes exist, all degradations to these genes result in immediate death. The criterion for plasmids to be able to invade the population (and thus for this equilibrium point to be unstable) is

\[
c < c^* = \frac{\beta - \gamma}{1 + \beta - \gamma - \mu_c},
\]

so there is an upper limit \(c^*\) on the cost that a plasmid can impose on its host and still be able to invade, depending upon the conjugation rate \(\beta\), the segregation rate \(\gamma\), and the degradation rate for chromosomes \(\mu_c\). As we are here interested in whether essential genes can be maintained on plasmids, we assume from now on that \(c < c^*\) (though note that the reasons behind the maintenance of plasmids over evolutionary timescales in the face of low conjugation rates and non-zero costs have been debated; Stewart and Levin 1977; Bergstrom et al. 2000; Lili et al. 2007).

**Equilibrium with Only \(m_p\) Individuals**

This equilibrium point corresponds to the case where all functioning essential genes are plasmid borne. For reasonable parameter values, it is always unstable (see Appendix).

**Equilibrium with Only \(w_q\) and \(w'_q\) Individuals**

This equilibrium point corresponds to the case where all the essential genes on plasmids have degraded, whereas all those on chromosomes are still functional. The equilibrium frequencies are

\[
w^*_p = \frac{(1 - c)\gamma}{(1 - c)\beta - c(1 - \mu_c)},
\]

and \(w^*_q = 1 - w^*_p\). This solution is stable if \(\mu_c > \mu_p\), that is, if plasmid genes degrade more rapidly than chromosomal genes, and unstable in the contrary case where \(\mu_c > \mu_p\), where plasmid genes degrade more slowly than chromosomal genes (Appendix).

**Equilibrium with All Four Types**

The exact location of the equilibrium is a lengthy expression for each genotype frequency. We have reproduced it in the Appendix, but here we instead make the substitution \(\mu_p = \alpha \mu_c\), and note that \(\mu_c\) is likely to be much smaller than the other expressions, and so we can let it tend to zero and see that the global equilibrium is approximately

\[
w^*_p \approx \frac{(1 - c)\gamma}{(1 - c)\beta - c},
\]

\[
w^*_q \approx (1 - \alpha) \frac{\beta - \gamma + c(1 + \beta - \gamma)}{(1 - c)\beta - c},
\]

\[
w^*_q \approx \alpha \frac{\beta - \gamma + c(1 + \beta - \gamma)}{(1 - c)\beta - c},
\]

\[m^*_p \approx 0.\]

(for some parameter combinations this approximation does not hold, but it is likely to be generally true for reasonable parameter values—see the Appendix for details). We can see from this that it will only be a permitted solution if \(\alpha < 1\), that is, if \(\mu_c > \mu_p\), since otherwise \(w^*_q < 0\) (we know that the numerator in the fraction found in the expressions for \(w^*_p\) and \(w^*_q\) is positive because we assume \(c > c^*\)). Thus, this equilibrium is stable for values \(\mu_c > \mu_p\) (Appendix).

**Growth Ratios**

We further illustrate the system by calculating growth ratios. The growth ratio \(\rho_p\) for the p plasmid (containing a functioning housekeeping gene) is \(\rho_p = (f_{t+1}(w_p) + f_{t+1}(m_p)) / (f_t(w_p) + f_t(m_p))\), representing the frequency of the plasmid in generation \(t + 1\) compared with its frequency in generation \(t\). If \(\rho_p > 1\), then the p plasmid is growing in frequency, if \(\rho_p < 1\), it is declining in frequency, and if \(\rho_p = 1\), its frequency is unchanged. Similar calculations can be made for the q plasmid, as well as for the chromosomes w and m.
To make analysis easier, we multiply all the growth ratios by the average fitness in generation $t$, $\overline{w}$.

$$\overline{w}_p = (1 - c)(1 + pf(w_p)) - \gamma - \mu_p$$
$$\overline{w}_q = (1 - c)(1 + pf(w_q)) - \gamma - \mu_q + \mu_p f(w_p)$$
$$\overline{w}_w = (1 - c)(1 - \mu_c) - \mu_c f(w_w)$$
$$\overline{w}_m = (1 - c)(1 - \mu_c) + \mu_c f(w_m) + f(w_q) + f(w_p)$$

We can now see more clearly why it is that the relative sizes of $\mu_c$ and $\mu_p$ have such an effect on the competition between the $p$ and $q$ plasmids. If $\mu_p > \mu_c$, then $\rho_q > \rho_p$, and so the $p$ plasmid will always be growing faster than the $q$ plasmid. Thus, either plasmids go extinct entirely (if $c$ is large enough relative to the other parameters, so that $\rho_q < 1$), or the $q$ plasmid will fix. If, on the other hand, $\mu_c \geq \mu_p$, the values $f(w_p)$ and $f(w_q)$ will determine which is the larger out of $\rho_p$ and $\rho_w$ with the two growth ratios being equal at the equilibrium with all four types present given above.

We can rewrite the expression containing $\rho_w$ in terms of the expression containing $\rho_m$ to give

$$\overline{w}_w = \begin{cases} \overline{w}_m \\ \gamma(1 - c) + (\mu_p - \mu_c)(1 - c) \\ c(1 - \mu_c) \frac{f(w_1)}{1 - f(m_p)} - \mu_c(1 - c) \frac{f(w_p)}{f(m_p)} \end{cases}$$

From this, we see that a higher degradation rate $\gamma$ improves the fitness of the $w$ chromosome over the $m$ chromosome, as does a greater positive difference $\mu_p - \mu_c$. The effects of parameters $c$ and $\mu_c$ will depend on the genotype frequencies in quite a complicated way.

**Overview of Results**

Our results are summarized in figure 2. There are two key elements, the cost $c$ of bearing a plasmid, and the ratio $\alpha$ of the degradation rate of plasmids to that of chromosomes.

If $c > c^*$, then plasmids are too costly to persist in the population and will go extinct. The only genotype in the population is then $w_q$, and consequently, all chromosomal genes will bear functioning essential genes. If $c < c^*$, then plasmids can persist in the population. Then, the equilibrium will depend on $\alpha$.

If $\alpha \geq 1$, plasmid genes degrade more rapidly than chromosomal genes. At equilibrium, there will be only $w_q$ and $w_m$ types. This means that all chromosomes will bear functioning essential genes, whereas no plasmids will. If $\alpha < 1$, chromosomal genes degrade at a higher rate than plasmid genes. Then, all four types will be present in the population at equilibrium, although type $m_p$ will be present at a vanishingly small frequency, $m_p^* \approx 0$. A fraction $1 - m_q^* \approx 1$ of chromosomes will bear functioning essential genes, whereas a fraction $1 - \alpha$ of plasmids will bear functioning essential genes.

In particular, note that if $\mu_c = \mu_p$, we will have only $w_q$ and $w_m$ types, and even if $\mu_c \approx \mu_p$ (i.e., $\alpha \approx 1$), we will be very close to this equilibrium. Thus, if the degradation rates on plasmids and chromosomes are similar, there will be very few essential genes on plasmids.

**Discussion**

Our results theoretically validate the empirical observation that essential genes are mainly found on chromosomes, rather than on plasmids. At all possible equilibrium states, all (or nearly all) chromosomes in the population will bear functioning essential genes. This will not necessarily be the case for plasmids. If the degradation rate on plasmids is equal to or greater than the degradation rate for chromosomes (i.e., $\alpha \geq 1$), then no plasmids will have functioning housekeeping genes. Alternatively, if the degradation rate on plasmids is less than the degradation rate on chromosomes, there will be a mix of plasmids in the population, some which have functioning housekeeping genes and some which do not. The proportion of plasmids with degraded, nonfunctioning essential genes will be equal to the ratio of the degradation rate on chromosomes with that on plasmids.

The intuition behind these results is that the key element is the stable inheritance of essential genes. Offspring lacking essential genes die; consequently, the fitness of the different genotypes in our model is determined to a large degree by...
how likely their offspring are to stably inherit the essential genes. The \( m \) chromosome relies on being paired with a \( p \) plasmid to make up for its own lacking functioning essential gene. This plasmid can fail to be inherited due to segregation or due to mutation (rates \( \gamma \) and \( \mu_p \), respectively). On the other hand, the \( w \) chromosome will fail to pass a functioning essential gene to its offspring only in the case where it mutates (rate \( \mu_c \)) and is not paired with a \( p \) plasmid. Thus, higher values of \( \gamma \) and \( \mu_p \) benefit the \( w \) chromosome, whereas higher values of \( \mu_c \) benefit the \( m \) chromosome. The \( w \) chromosome also benefits from the extra fitness of the \( w_p \) types. Although the exact relative fitnesses of each chromosome depend upon the frequencies of the four types (eq. 7), in general the \( w \) chromosome is usually fitter than the \( m \) chromosome and rises to fixation (or near fixation) in all cases. The fact that the \( w \) chromosome is prevalent in turn affects the competition between the \( p \) and \( q \) plasmids. The competition between them is largely determined by the rates of mutation. The \( q \) plasmid will lose out when the \( w \) chromosome with which it is associated mutates (at a rate \( \mu_c \)), because the resulting \( m_q \) individual lacks a functioning essential gene and dies. The same chromosomal mutation does not immediately damage the \( p \) plasmid, as the \( m_p \) individual created survives. So high rates of \( \mu_c \) favor the \( p \) plasmid over the \( q \) plasmid by reducing the fitness of the latter. However, when the \( p \) plasmid mutates (at rate \( \mu_p \)), it becomes a \( q \) plasmid, meaning that higher values of \( \mu_p \) doubly favor the \( q \) plasmid over the \( p \) plasmid by increasing the fitness of the former and reducing that of the latter. Consequently, the result of the competition between the two is largely determined by the relationship between \( \mu_c \) and \( \mu_p \) with the \( q \) plasmid having an inherent advantage, as described above.

Note that in reality, \( \mu_p \) and \( \mu_c \) are not necessarily different. In fact, we are unaware of any a priori reason why there should be a large difference between the two. Perhaps, they do generally differ for some reason, but our work is not contingent on this. We simply aim to show the consequences of these rates, rather than claiming anything specific about how they differ in reality. Our results show that if the two values are similar, then there will be almost no plasmids bearing functioning housekeeping genes (assuming plasmids are stably maintained in the population). The only way that plasmids will bear functioning housekeeping genes in our model is if they degrade less rapidly than chromosomes and are thus able to make up for their lack of stable inheritance.

In addition to the effect of the relationship between \( \mu_p \) and \( \mu_c \), there are also effects of the parameters \( \beta \), \( \gamma \), and \( c \). However, supposing that \( \mu_c \) and \( \mu_p \) are such that \( m_p^* \approx 0 \) at equilibrium (i.e., the two degradation parameters are sufficiently small and/or \( \mu_p > \mu_c \), see Appendix), we will be approximately close to the equilibrium positions given by equation (6), and these other parameters largely affect only the frequency of plasmid-bearing individuals in the population, rather than the outcome of the competition between the two types of plasmid.

There are some potential caveats to our conclusions. We have treated plasmids here as a single entity, with a binary status of either "functioning" or "degraded." Thus, our model implicitly treats the situation in which there is only a single plasmid location in each plasmid-bearing cell. In reality, however, plasmids generally exist at multiple copy numbers, and there is the possibility that some of the plasmids within a cell will carry degraded copies of the essential gene, whereas others will carry functioning copies. The inheritance, both vertically and by conjugation, of such a multiple copy number system would require a model of greatly increased complexity. We expect, however, that our qualitative conclusions, that chromosomal locations are favored for essential genes, and that the frequency of these genes on plasmids strongly depends on the degradation ratio \( \alpha \), will still hold.
Our work can be compared with the complexity hypothesis, which would also predict a lack of essential genes on plasmids but for different reasons; namely, that the high connectivity of the essential proteins means that they are not good candidates for horizontal transfer as they cause too much disruption (Jain et al. 2003; Cohen et al. 2011; Baltrus 2013). We could capture this disruption in our framework by introducing an additional cost \( k \) that represents the problem caused by having two copies of the essential gene, so that the fitness of type \( w_p \) is \( 1 - c - k \), whereas the fitnesses of types \( m_p \) and \( w_q \) are both \( 1 - c \). Unfortunately, this additional parameter causes the complexity of the model to increase vastly, and so for space reasons, we have elected not to follow this line of research here but rather to leave it for a later work. The complexity hypothesis is not mutually exclusive with our hypothesis that the fidelity of inheritance of the genes is what is important; both could be contributory factors.

Our findings are particularly interesting because they show that, even at equilibrium, it is possible that essential genes could be found on plasmids. This is the case if the degradation rate of these genes is higher on the chromosome than it is on a plasmid (fig. 2). This may help to explain the discovery of plasmid-borne essential genes (e.g., Young et al. 2006; Ebert et al. 2013; Dziweit et al. 2014; Nagarajan et al. 2014); alternatively, such genes may be an example of a population that is yet to reach equilibrium. It might be that in the long term, these genes will migrate to the chromosome.

On a related note, one kind of mechanism that is essential under certain environmental conditions and is often encoded by genes found on plasmids is antibiotic resistance (Jacob and Hobbs 1974; Eberhard 1990), for reasons that are imperfectly understood (Tazzyman and Bonhoeffer 2014). Our findings here support the assertion that, over long timescales, antibiotic resistance genes are likely to move to chromosomal locations (Bergstrom et al. 2000), indirectly supporting the thesis that short-term effects are responsible for the presence of plasmid-borne antibiotic resistance (Bergstrom et al. 2000; Tazzyman and Bonhoeffer 2014).

In conclusion, we have shown that chromosomes are indeed favored locations for functioning essential genes, due to their stable inheritance. Whether plasmids will also bear such genes, however, will depend on the rate at which these genes degrade by chance events in each location. If plasmids very rarely bear functioning essential genes, it is perhaps an indication that the rate of degradation in plasmid locations is greater than that on the chromosome.
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and since $\psi > 0$, if $\mu_c - \mu_p > 0$, we have that this equilibrium is stable if and only if criterion (8) is true. As $\psi$ depends on $\mu_c$ and $\mu_p$, this is not a closed form solution, but we make the substitution $\mu_p = \alpha \mu_c$, we can show that equation (8) will be true where

$$\mu_c(1-\alpha) - \frac{(1-c)\beta \gamma} {\beta - \gamma + \mu_c - c(1+\beta - \gamma) - \alpha(1-c) \mu_c} = 0.$$  

This expression gives us a quadratic equation to solve for $\alpha$, which shows that there is no solution in the region $0 < \alpha < 1$ using our parameter ranges. So this solution is never stable.

### Just $w_0$ and $w_2$ Types

This equilibrium point corresponds to the case where all essential genes on plasmids are degraded, whereas all those on chromosomes are still functional. The equilibrium frequencies are $w_2^* = 1 - w_0^*$ and

$$w_0^* = \frac{(1-c)\gamma} {1-c\beta - c(1-\mu_c)}.$$  

The corresponding eigenvalues of $J$ evaluated at this point are

$$\lambda_1 = -\frac{(\beta - c(1+\beta - \mu_c))(\beta - \gamma - c(1+\beta - \gamma - \mu_c))} {1 - c(1-\mu_c)(\beta - c(1+\beta - \gamma - \mu_c))},$$  

$$\lambda_2 = \frac{(\beta - c(1+\beta - \mu_c))(\mu_c - \mu_p)} {1 - c(1-\mu_c)(\beta - c(1+\beta - \gamma - \mu_c))},$$  

$$\lambda_3 = \frac{c(1-\mu_c)\mu_p - (1-c)\beta(\gamma + \mu_p)} {1 - c(1-\mu_c)(\beta - c(1+\beta - \gamma - \mu_c))}.$$  

As $c < c^*$, we know that $\beta - \gamma - c(1+\beta - \gamma - \mu_c) > 0$, and so the denominator in all three cases is greater than 0. It follows that also $\beta - c(1+\beta - \mu_c) > (1-\mu_c)(\beta - c(1+\beta - \gamma - \mu_c)) > 0$, so $\lambda_3 < 0$; and $\lambda_2$ has the same sign as $\mu_c - \mu_p$. Finally, after some rearrangement, we have that $\lambda_1 < 0$ if $c < \hat{c}$, where

$$\hat{c} = \frac{\beta(\gamma + \mu_p)} {1 - c(1-\mu_c)(\beta - c(1+\beta - \gamma - \mu_c))},$$  

but

$$\hat{c} - c^* = \frac{\gamma(1-\mu_c)(\beta + \mu_p)} {1 - c(1-\mu_c)(\beta - c(1+\beta - \gamma - \mu_c))} > 0,$$

so $\hat{c} > c^* > c$, and $\lambda_3 < 0$.

Thus, for our region of parameter space, $\lambda_1 < 0$ and $\lambda_3 < 0$, and so the equilibrium is unstable if and only if $\lambda_2 > 0$, which is true if and only if $\mu_c > \mu_p$, that is, if chromosomes degrade at a faster rate than plasmids.

### All Four Types

The equilibrium point is at

$$w_0^* = \frac{(\beta + \mu_c - \mu_p - c(1+\beta - \mu_p))(\gamma + \mu_p - \mu_c) + c\gamma(1-\mu_c)} {\beta(\beta + \mu_c - \mu_p - c(1+\beta - \mu_p))},$$  

$$w_2^* = \frac{(1-c)\beta \gamma - (\mu_c - \mu_p)\psi} {1 - c(\mu_c - \mu_p)\psi},$$  

$$w_4^* = \frac{(1-c)\beta \gamma \mu_c(\mu_c - \mu_p - c(1+\beta - \mu_p))} {1 - c(\mu_c - \mu_p)\psi},$$  

$$w_3^* = \frac{(\mu_c - \mu_p)\psi} {1 - c(\mu_c - \mu_p)\psi},$$

where

$$\psi = \beta - \gamma + \mu_c - \mu_p - c(1+\beta - \gamma - \mu_p).$$

As $w_4^* = w_0^* \mu_p / (\mu_c - \mu_p)$, the two will be of opposite sign if $\mu_p > \mu_c$; and consequently, this equilibrium will be outside the region we are interested in. Thus, this solution, in which all four types feature, will only occur if $\mu_c > \mu_p$. Exactly the region for which the above solution with only types $w_0$ and $w_2$ is unstable. In addition, as $\mu_c \to \mu_p$ from above, the solution with all four types tends to exactly the solution with only $w_0$ and $w_2$ given above. It remains to show that this solution with four types is stable where $\mu_c > \mu_p$. Unfortunately, the eigenvalues do not admit a simple analytical closed form solution, so we instead consider the characteristic equation of the matrix $J$,

$$x^3 - \text{Tr}[J]x^2 + (|J_{11}| + |J_{22}| + |J_{33}|)x - |J| = 0,$$

where $\text{Tr}[]$ is the trace of a matrix, $|\cdot|$ is the determinant of a matrix, and $J_{ij}$ is the two-by-two matrix formed from $J$ by deleting the $i$th row and column. Then, from the Routh–Hurwitz stability criteria, the solution is stable if, when $J$ is evaluated at the appropriate fixed point,

$$|J| < 0,$$

$$\text{Tr}[J] < 0,$$

$$|J_{11}| + |J_{22}| + |J_{33}| > 0,$$

and

$$-\text{Tr}[J](|J_{11}| + |J_{22}| + |J_{33}|) > -|J|$$

Define

$$c_\psi = \frac{\beta - \gamma + \mu_c - \mu_p} {1 + \beta - \gamma - \mu_p}.$$  

Then if $c < c_\psi$, $\psi > 0$. But we know $c < c^*$ and

$$c_\psi - c^* = \frac{(1-\mu_c)(\mu_c - \mu_p)} {(1+\beta - \gamma - \mu_c)(1+\beta - \gamma - \mu_p)}.$$
so if \( \mu_c > \mu_p \), we have \( c_\psi > c^* > c \) and so \( \psi > 0 \). After some calculation, it can be shown that

\[
|J| = \frac{((\mu_c - \mu_p)\psi - (1 - c)\beta\gamma)}{(\mu_c - \mu_p)^2 \psi (\psi + (1 - c)\beta\gamma)^2 (1 - (c)\beta\gamma + \gamma\mu_c + \psi \mu_p)}
\]

If \( \mu_c > \mu_p \), the fractional part of this expression has positive denominator and numerator. Thus, \( |J| < 0 \) if \( \mu_c - \mu_p < (1 - c)\beta\gamma / \psi \), which we showed above must be the case for our parameter range.

We can also show that

\[
\text{Tr}[J] = \psi + \gamma - (1)\mu_c (\psi + \gamma) / (1 - (c)\mu_c (\psi + \gamma))
\]

As \( \psi > 0 \), the denominator of both expressions in brackets on the right-hand side is positive, and the first expression is also positive. Then, because we are assuming that \( \beta, c, \mu_c \) and \( \mu_c \) are all considerably less than 1, the second expression is also positive. So \( \text{Tr}[J] < 0 \).

The expression for \( |J_{11} + |J_{22} + |J_{33} | \) is considerably less tractable. We were able to evaluate it numerically for a wide range of parameter values \( c \) varying between 0.01 and 0.05, \( \beta \) varying between 0.01 and 0.1, \( \gamma \) varying between \( 10^{-4} \) and \( 10^{-3} \), \( \mu_c \) varying between \( 10^{-6} \) and \( 10^{-5} \), and \( \alpha = \mu_p / \mu_c \) varying between \( e^{-5} \) and \( e^{5} \). For this region of parameter space, we found that as long as \( \alpha < 1 \) (i.e., \( \mu_c > \mu_p \)), \( |J_{11} + |J_{22} + |J_{33} | > 0 \) as required.

We investigated the difference \( -\text{Tr}[J] |J_{11} + |J_{22} + |J_{33} | \) similarly and found that it was always positive, as required. The Mathematica (Wolfram Research, Inc. 2010) file in which these calculations were performed is available for download on Dryad at (insert URL).

**Size of \( m^*_p \) at the Equilibrium with All Four Types**

Making the substitution \( \mu_p = \alpha \mu_c \), we have from above that at the equilibrium with all four types,

\[
m^*_p = \frac{\mu_c (1 - \alpha) (\beta - \gamma + \mu_c (1 - \alpha) - c (1 + \beta - \gamma - \alpha \mu_c))}{(1 - c) \beta \gamma}
\]

where \( 0 < \alpha < 1 \) since otherwise the four type equilibrium is unstable, and we revert to the two-type equilibrium. We claim that with reasonable parameter values, this equilibrium value \( m^*_p \approx 0 \).

To support our claim, note that we can rearrange equation (9) to derive a value \( \mu_c \),

\[
\mu_c = \frac{1}{2} \left[ \frac{c - (\beta - \gamma)(1 - c)}{1 - (1 - c) \alpha} \right] + \sqrt{\frac{(c - (\beta - \gamma)(1 - c))^2}{(1 - (1 - c) \alpha)^2} + \frac{4(1 - c) \beta \gamma}{(1 - (1 - c) \alpha)^2}}
\]

such that for any \( 0 < \epsilon < 1 \), \( m^*_p > \epsilon \) if and only if \( \mu_c > \mu_c \). The expression for \( \mu_c \) is complicated, but we can investigate it numerically, plotting \( \mu_c \) as a function of \( \epsilon \) to see the required mutation rate to sustain a proportion \( \epsilon \) of \( m^*_p \) types at equilibrium (see fig. 3).

This investigation was carried out using Mathematica (Wolfram Research, Inc. 2010), and the files are stored on Dryad at http://dx.doi.org/10.5061/dryad.m7t63, allowing interested readers to investigate the parameter space themselves.

To see that \( m^*_p \approx 0 \) for reasonable parameter values is to investigate the case where \( c = 0 \) and \( \alpha = 0 \), a best-case scenario in terms of increasing the size of \( m^*_p \). This corresponds to the case where plasmid-borne essential genes do not degrade and plasmids cost nothing. Under these circumstances, we can determine the required value of \( \mu_c \) to give \( m^*_p = 10^{-2} \). As can be seen from figure 4, even under these circumstances, which are very favorable to high \( m^*_p \) values at equilibrium, we would require either (relatively) high values of \( \mu_c \) or (relatively) low values of \( \gamma \) to get \( m^*_p \approx 10^{-2} \).

Finally, we numerically calculated values of \( m^*_p \) across the parameter space that we used to numerically investigate the stability of the four-type equilibrium above and found that across this range of parameter space, \( m^*_p < 0.09 \), and that even this relatively high value is obtained at the edge of the space with a combination of parameters \( \mu_c = 10^{-5}, c = 0.01, \beta = 0.1, \gamma = 10^{-5}, \alpha = 0, \) and \( \mu_c = 10^{-5} \).

In other words, in order for \( m^*_p \) types to be frequent at equilibrium, we would need an unrealistic combination of low degradation rates on plasmids, high degradation rates on chromosomes, and/or low segregation rates. Under these circumstances, plasmids essentially become back-up chromosomes, as they are inherited almost as well as chromosomes. If they also degrade at a much slower rate, then we can see appreciable quantities of \( m^*_p \) types. These circumstances are somewhat peculiar, however, so that we feel justified in the assertion in the main text that \( m^*_p \approx 0 \) for reasonable parameter values.
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