Gene expression analysis using single molecule detection
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ABSTRACT

Recent developments of single molecule detection techniques and in particular the introduction of fluorescence correlation spectroscopy (FCS) led to a number of important applications in biological research. We present a unique approach for the gene expression analysis using dual-color cross-correlation. The expression assay is based on gene-specific hybridization of two dye-labeled DNA probes to a selected target gene. The counting of the dual-labeled molecules within the solution allows the quantification of the expressed gene copies in absolute numbers. As detection and analysis by FCS can be performed at the level of single molecules, there is no need for any type of amplification. We describe the gene expression assay and present data demonstrating the capacity of this novel technology. In order to prove the gene specificity, we performed experiments with gene-depleted total cDNA. The biological application was demonstrated by quantifying selected high, medium and low abundant genes in cDNA prepared from HL-60 cells.

INTRODUCTION

Gene expression profiling plays an important role in streamlining several critical steps in modern pharmaceutical development: disease diagnostics, new target identification, lead drug identification, and optimization and monitoring of clinical trials (1–4). Several powerful techniques have been developed for analyzing gene expression. The micro-array technique using high-density oligonucleotide chips (5,6) or cDNA arrays (7,8) enables simultaneous analysis of several thousands of genes. These DNA arrays are becoming essential tools for research and drug discovery. Without question, this technology offers an enormous scientific potential, but there are still some limitations with respect to the quality of the data. While both the oligonucleotide and cDNA arrays are reliable at identifying regulated genes, the degree of regulation is not accurate (9). In particular, results obtained upon corresponding measurements performed with either cDNA arrays or oligonucleotide chips showed a poor correlation (10). An accurate, reliable and reproducible determination will be difficult to achieve without signal optimization for each individual probe–target pair (11). So far, RT–PCR is the most sensitive and precise method for detection and quantification of mRNA molecules. However, it is a complex technique, and substantial problems are associated with the reproducibility and specificity (12–15). To address some of these problems, we describe a new method for gene expression analysis using the analysis of single molecule events (16–18). The encounter frequency of double-labeled targets in the detection volume element is determined using dual-color fluorescence cross-correlation (19–22) and event analysis. The detection of non-amplified genomic DNA by hybridization with dye-labeled DNA probes using flow detection and dual-color coincidence analysis has been reported previously (23). We now describe a gene expression assay that allows the absolute quantification of gene copies in a complex biological sample. This determination (copies per µg cDNA and/or mRNA) is calculated from the linear regression of a simultaneously generated calibration curve (standard curve), as gene-specific differences in probe binding efficiency have to be taken into account. The gene-specific DNA probes are designed and selected with respect to their hybridization properties as well as their gene specificity to result in high accuracy and specificity. The quantification assay including all the components required within this process will be described in detail. The expression levels of selected high, medium and low abundant genes were determined in cDNA prepared from HL-60 cells.
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MATERIALS AND METHODS

cDNA preparation of biological samples

The two cell lines K562 and HL-60, a human chronic myeloid leukemia and a human acute myeloid leukemia cell line, respectively, were cultured in RPMI 1640 medium with 10% fetal calf serum. Total RNA was extracted using the RNaseasy maxi kit (Qiagen, Hilden, Germany). Conversion of mRNA using the mRNA purification kit (Amersham Biosciences Europe GmbH, Dübendorf, Germany). mRNA was isolated from fetal calf serum. Total RNA was extracted using the RNeasy maxi kit (Qiagen, Hilden, Germany). mRNA was isolated using the mRNA purification kit (Amersham Biosciences Europe GmbH, Dübendorf, Germany). Conversion of mRNA to cDNA was accomplished with M-MLV reverse transcriptase (Invitrogen, Groningen, The Netherlands). cDNA was purified over nucleospin extract columns (Macherey-Nagel, Düren, Germany). The quality (integrity) of the total RNA, mRNA and cDNA was analyzed with a Bioanalyzer 2100 using the RNA 6000 Nano Lab-Chip kit (Agilent Technologies, Basel, Switzerland). The cDNA/RNA samples were quantified via a UV spectrophotometer and stored at −80°C (RNA) and −20°C (cDNA), respectively.

Genes to be analyzed

The following genes were quantified in cDNA prepared from HL-60 cells: human β-actin (BC009275, β-actin); human transcription elongation factor 1-α (L41490, EL-1); human S19 ribosomal protein (M81757, S19); human tubulin-α (K00558, tubα); human DNA-binding protein A variant (X95325, Dnabp), mRNA encoding phosphoglycerate kinase (V00572, PGK1), human GTP-binding protein (M28209, Rab1) and human transcription factor NF-κB p65 subunit (L19067, p65). The codes are used as abbreviations for each gene within this manuscript.

Preparation of gene-specific DNA

In general, gene-specific single-stranded (ss) DNA was prepared in two steps. First, a PCR amplification using 0.5 U of Taq DNA polymerase (Roche Diagnostics, Rotkreuz, Switzerland) in K562 total cDNA (1–10 ng) with a gene-specific 5′-biotinylated forward and an unmodified reverse DNA primer was performed. The PCR product was attached to streptavidin-coated superparamagnetic polystyrene beads (Dynal Biotech, Hamburg, Germany) and washed several times. Finally, gene-specific ssDNA was obtained by elution of the non-biotinylated DNA strand from the beads according to the manufacturer’s instructions. The samples were analyzed with the Bioanalyzer 2100 using the RNA 6000 Nano LabChip kit. The primer sequences used were: L19067 (nt 1477–2424), 5′-bio-TTTGATGAGTACCCTGAGGCATATA, 5′-AGCTTGGCACAACGCTTATTTAGTT; M28209 (nt 115–621), 5′-bio-TTTGGAAAGTCTTGTCCCTTCTCCTAGG, 5′-TAACATTGGACTTCTCAGCACCAC; X95325 (nt 580–1057), 5′-bio-TTTCGACGTGAGGAGATGGAGAA, 5′-GGTACCTTGGCGGTAAAGTT; V00572 (nt 720–1689), 5′-bio-TTGGAGCTAAATGTGCAGACAAGATCC, 5′-CATGTCAGTAGTGGAAACAGTGAC; M81757 (nt 24–425), 5′-bio-TTTGCGCCTGGATCTGATTAAAGAGCC, 5′-CGATTCTGTCCAGATCTCCTTGTG; K00558 (nt 607–1553), 5′-bio-TTTGATGAGTACCCTGAGGCATATA, 5′-CAGGTACACATGGAAAGATCGA, L14490 (nt 932–1962), 5′-bio-TTTGGAAATTTAGTCTGAAGTGAC; V00572 (nt 88–2252), 5′-bio-TCATGCTTTCCCTCCATCGTGGGG, 5′-CTGTTCTCGTACGAGTACG.

Depletion of β-actin cDNA in total cDNA

For the depletion of β-actin cDNA in total cDNA, 5′-biotin-tagged ssDNA complementary to nt 88–413 of β-actin cDNA was prepared. A 1 µM concentration of primer P68 (5′-TCATGCTTTCCCTCCATCGTGGGG) was added to a 13 nM β-actin DNA fragment (nt 1–413) in 1× Dynazyme reaction buffer, 200 nM dNTP, 2.5% (v/v) dimethylsulfoxide (DMSO) and 0.8 U of Dynazyme EXT (Finnzymes, Espoo, Finland) in a final volume of 50 µl and subjected to 50 reaction cycles: 96°C for 20 s, 60°C for 45 s, 72°C for 2 min. After purification on nucleospin extract columns (Macherey-Nagel, Düren, Germany), this ss cDNA was added to total cDNA (76 ng/µl final concentration) at a final concentration of 5 nM in 6× SSC buffer. Hybridization was performed by heating at 96°C for 2 min, and then by stepwise reduction of the temperature with 10 min for each step: 70, 60, 50, 40 and 30°C, on ice. Finally, the biotin-tagged complex was removed by addition of 1 µg of streptavidin-coated paramagnetic beads (Promega, Wallisellen, Switzerland) and incubation at room temperature for 10 min with mixing. The beads were trapped with a magnet and the supernatant corresponding to β-actin-depleted total cDNA was recovered.

Probe design and probe synthesis

Gene-specific DNA probes (probes) were designed by iSenseIt AG (Bremen, Germany). The designed probes (40–45 nt) were synthesized by Thermohybid (Ulm, Germany). Each probe contains either a green (Rhodamine green) or a red label (Bodipy 630) at the 5′ end. For some green-labeled probes, low c.p.m. (counts per molecule) values were determined. In order to increase the c.p.m. value, these probes were re-synthesized with an additional rhodamine green label at the 3′ end. The purity of the probes was analyzed by reverse-phase HPLC (column 214 TP1010, Dionex AG, Olten, Switzerland) and determined to be >95%.

96-well microstructures

Measurements were performed in 96-well microstructures (microplates, 24.0 × 60.0 mm) made of PMMA according to specifications by Gnothis AB (Kista, Sweden). The microstructures have a well diameter of 1.4 mm and a total well volume of 1.8 µl (optimized for 1 µl sample volume). The microstructures for the 100 nl hybridization experiments have a well diameter of 0.5 mm and a total well volume of 234 nl. The wells have a thin window (PMMA) of 170 µm and determined to be >95%.

Denaturation and hybridization

Hybridization experiments were performed in a buffered system [6× SSC, 0.06% (v/v) NP-40]. For low and medium abundant genes, 0.1 nM, and for high abundant genes, 2 nM final probe concentrations were used for titration and quantification. Gene-specific ss DNA in various concentrations (0.001–1 nM) was used for the generation of the calibration curve. For the quantification, 100 and 200 ng of total cDNA
were used for each experiment, respectively. The hybridization mixture was heated at 75°C for 4 min in order to denature the target cDNA, then kept at 60°C for 2 h for high abundant genes and 16 h for medium and low abundant genes.

Definition of controls

All hybridization samples were measured in triplicate (three wells per microstructure). Additionally, the following control samples were included: (i) set-up alignment controls: Cy5-dUTP (Amersham Pharmacia Bioscience Europe GmbH, Dübendorf, Germany), rhodamine green (Molecular Probes, Leiden, The Netherlands), dual-labeled PCR product; (ii) background controls: hybridization buffer, probe pair, gene-specific DNA, total cDNA; (iii) hybridization control: hybridization sample (2 nM probe pair, 1 nM gene-specific DNA).

Measurement

The samples were measured with a ConfoCor2 instrument (Carl Zeiss, Jena, Germany), which allows simultaneous excitation at 488 and 633 nm (Argon and HeNe laser, respectively) and the detection of the emission in the green (band-pass filter 505–550 nm) and red (long-pass filter 650 nm) wavelength range by avalanche photodiodes. Optics Neo¯uar (band-pass ®lter 505±550 nm) and red (long-pass ®lter 650 nm) respectively) and the detection of the emission in the green excitation at 488 and 633 nm (Argon and HeNe laser, (Carl Zeiss, Jena, Germany), which allows simultaneous.

Cross-correlation analysis

Fluorescence correlation spectroscopy (FCS) allows the analysis of molecular interactions and molecular complexes at the level of single molecules (16,18). The cross-correlated emission in two intensities gives a positive result for stochastic processes such as Brownian motion only if they are linked in time and space. Therefore, solely DNA sequences with two complementary probes hybridized to it and emitting at two different wavelengths simultaneously contribute to the cross-correlation. The non-hybridized probes cannot be observed since motions of non-hybridized probes are uncorrelated in time (20,21). Let \( I_r(t) \) and \( I_g(t) \) be the intensities in red and green wavelengths, and \( \delta I_r(t) \) and \( \delta I_g(t) \) represent the deviations from their means. The normalized auto-correlation and cross-correlation functions of two intensity deviations are then calculated by

\[
G_r(\tau) = \frac{\langle \delta I_r(t) \cdot \delta I_r(t + \tau) \rangle}{\langle I_r(t) \rangle^2}, \tag{1}
\]

\[
G_g(\tau) = \frac{\langle \delta I_r(t) \cdot \delta I_g(t + \tau) \rangle}{\langle I_r(t) \rangle^2}, \tag{2}
\]

and

\[
G_{gr}(\tau) = \frac{\langle \delta I_r(t) \cdot \delta I_g(t + \tau) \rangle}{\langle I_r(t) \rangle \langle I_g(t) \rangle}, \tag{3}
\]

where the brackets denote time average and \( \tau \) the time delay. It has been shown [e.g. Rigler et al. (21)] that the average number of red and green molecules in an illuminated volume can be calculated from the auto-correlation as

\[
N_r = \frac{1}{G_r(0)} \tag{4}
\]

and

\[
N_r = \frac{1}{G_r(0)} \tag{5}
\]

The number of molecules hybridized with both primers can be calculated with cross-correlation function as

\[
N_{gr} = N_r \cdot N_r \cdot G_{gr}(0) \tag{6}
\]

Since the probe concentration is constant in both the calibration curve experiment and the quantification experiment, the cross-correlation amplitude \( G_{gr}(0) \) is proportional to \( N_{gr} \). The background in \( G_{gr} \) is caused by cross-talking of photons from the green primer into the red channel, which leads to a false correlation signal. Its magnitude is related to the number of green primer molecules \( N_r \) and a cross-talk factor \( q \), which is in the range of 1–2%. Since the correlation time (diffusion time) of the probes is different from the probe–target complex, this false-positive signal can be separated from the real correlation signal and the background can be accounted for (21).

Event analysis. In addition to cross-correlation analysis, event analysis was used. This method allows the detection and counting of each single molecule with either a red or green fluorescence label that passed the observation volume. The encounter frequency relates directly to the concentration of those molecules (17). The use of a low concentration of fluorescent molecules avoids getting more than one fluorescent particle at any instant in the observation volume. A 1 nM solution of fluorescent molecules corresponds to
approximately \( N = 0.1 \) molecules in the observation volume. The event analysis was performed in two steps. First the events were identified and, secondly, true events were distinguished and counted. Events were identified from the green fluorescence by a threshold. Each time the intensity integrated over a characteristic time frame was 10 times higher than the corresponding level of background noise, an event was identified. The selected time frame of 0.9 ms corresponds to the time it takes for a DNA molecule of interest to traverse the observation volume. The molecular weight of the target–probe complex is significantly higher than the probe molecule itself. Therefore, the target–probe complex has a slower Brownian motion, which consequently results in a longer diffusion time, \( t_D \) (the curve is shifted to the right). The amplitude \( G(t) \) of the correlation function is related to the amount of hybridization products. At a constant probe concentration, the amplitude increases with increasing amounts of target concentration. The background signal itself in (C) and (D) is caused by cross-talk (see data analysis).

**RESULTS**

**Principle of the method**

The gene expression measurement is performed in 96-well microstructures. Each well (optimized for 1 \( \mu l \) sample volume) of the microstructure contains a hybridization sample comprised of biological sample solution (cDNA) and two gene-specific DNA probes (labeled with either a green or a red dye, respectively), which were pre-assayed. The probes hybridize under controlled conditions to their target gene and the number of double-labeled molecules is determined (Fig. 1). In order to allow for an absolute quantification, a calibration curve (standard curve) is constructed for each selected gene. The calibration curve is generated by plotting the number of double-labeled target molecules against the defined amount of gene-specific ssDNA. Finally, the copy number of the target gene cDNA within the biological sample can be calculated from the linear regression of the calibration curve.

**Probe design**

Two main objectives are important for the probe design. In order to achieve an optimal sensitivity of the assay, the probes need to have good hybridization properties; furthermore, to
obtain an accurate quantification, the probes have to be gene specific. The hybridization of oligonucleotides to complementary DNA or RNA is complicated by the presence of secondary and tertiary structures within the target, as even at higher temperatures (50–60°C) this folding still exists and therefore has a major impact for the probe design. The probe design is performed by iSenseIt AG (www.isenseit.de) as a service (iQserv). Based on the Vienna RNA package (24,25), a prediction of the secondary structure of RNA and DNA molecules is possible. Including secondary structure effects as well as thermodynamic parameters, the probes were designed with respect to hybridization efficiency and specificity (26,27). The design process already considers the experimental parameters (salt concentration, hybridization temperature, probe concentration). The sequences are located within the first 1000 bases of the cDNA (5’ end), which corresponds to the region close to the poly(A) tract of the mRNA. The distance between the red and green probes was selected to be between 50 and 400 nt. For the initial experiments, the length of the probes was selected to be 25 nt. Later on, due to difficulties in finding gene-specific probes for certain genes, the probe length was increased to 40–45 nt, which led to an adjustment of the hybridization conditions.

**Probe pre-assay**

For each gene to be quantified, gene-specific probes were synthesized in dye-labeled form. The probe design was based on a prediction of the secondary structure of cDNA. As the two probes had to hybridize simultaneously to the same target, the hybridization properties of each probe within a two-probe target complex had to be evaluated. This test was performed on gene-specific ssDNA. The binding efficiency of each of the two probes depends on experimental conditions (probe/target ratio, hybridization temperature, salt concentration), secondary structure of the cDNA target and its chosen counterpart (second probe). The experimental conditions (see Materials and Methods) were considered in the initial probe design. As the formation of the secondary structure of a selected cDNA molecule is to a certain degree length dependent, the gene-specific ssDNA was designed to have properties similar to the cDNA to be quantified in the biological sample. The ssDNA fragment was prepared by PCR amplification of specific cDNA followed by removal of the complementary DNA strand via attachment to magnetic beads (for details, see Materials and Methods). The length and the integrity of the DNA fragments were confirmed in a quality control by electrophoretic analysis (Fig. 2), and selected samples have been verified by sequencing. Each probe pair combination (one red- and one green-labeled probe at a concentration of 2 nM each) was hybridized to gene-specific ssDNA (at a concentration of 1 nM). The experiments were performed in 6× SSC, 0.06% (v/v) NP-40 buffer for 2 h in a volume of 1 μL. It was very important to heat up the DNA fragment and later on the total cDNA (biological sample) for at least 4 min at 75°C in order to achieve a complete denaturation. After evaluation of the hybridization properties of all the possible probe pair combinations, the best probe pair was selected (highest $N_{gr}$ value). Figure 1D shows a cross-correlation curve obtained by the hybridization of a probe pair to PGK1 ssDNA. The amplitude ($N_{gr}$ value; equation 6, see Materials and Methods) correlates with the number of the double-labeled DNA targets, while the diffusion time $τ_0$ is related to the size of the hybridization product.

**Sensitivity of the assay**

The sensitivity and the accuracy of the assay are determined by several factors, namely the quantum yield of the dyes, the probe concentration, and the binding efficiency and the calibration of the set-up. The quantum yield of a dye is influenced by the sequence of the attached oligonucleotide. Therefore, the c.p.m. values of all probes were determined. Significant differences were observed for the green-labeled probes, where the c.p.m. values varied between 4 and 30 kHz and therefore are lower than the c.p.m. values of the red-labeled probes (70–90 kHz). This reduced quantum yield is caused by quenching of rhodamine green via interaction with DNA (28). In order to increase the quantum yield (>20 kHz), several probes were re-synthesized with an additional rhodamine green label at the 3’ end. The quantification of the target molecules requires the probes to be added in excess in order to obtain a target saturation. As all the fluorescence measured by either one of the detectors contributes to the
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dominator of correlation function (see equation 3, Materials and Methods), the probe excess has certain limitations and has to be adjusted to the expression level of the selected gene. A sufficient signal upon measurement requires at least 1% of the probe to be present in target-hybridized form. Taking measurement time, background noise conditions and the given quantum yield into account, simulation studies led to an optimal probe concentration of 50±100 pM, which was confirmed experimentally. Whereas for a 2 nM mono-labeled probe concentration, a sensitivity of 100±200 pM target concentration was observed, the introduction of a second green label and the decrease of the probe concentration to 100 pM increased the sensitivity below 5 pM (Fig. 3). The use of a 5',3'-bi-labeled red probe did not lead to any further improvement of the sensitivity. While applying event analysis to measurements performed with hybridization samples comprised of 100 pM probe concentrations, the sensitivity could be improved further down to 1 pM.

Generation of the calibration curve

In order to achieve an absolute and accurate quantification, a calibration curve was measured for each selected gene. At a given probe concentration, different amounts of gene-specific ssDNA were hybridized to the selected probe pair. Figure 3 (right panel) shows cross-correlation curves obtained for PGK1 ssDNA. Since the y-axis value (Ngr) is proportional to the target concentration, these values are plotted resulting in a calibration curve (Fig. 4), which was used as standard curve for the evaluation of the absolute number of gene copies (quantification).

Gene quantification in HL-60 cDNA

For each gene to be quantified, a gene-specific calibration curve was generated. In order to determine the concentration of selected genes within a biological sample, the hybridization experiments were performed under identical conditions to those described for the generation of the calibration curve, whereby the gene-specific DNA was replaced by total cDNA (100 and 200 ng each) of HL-60 cells. Using the particle numbers (Ngr) obtained in these experiments, the concentration of cDNA molecules within the biological sample was calculated from linear regression of the calibration curve. As the quantifications are performed with either 100 or 200 ng biological sample, for each gene two concentration values were obtained. Finally, the mean value was converted into copies/µg of cDNA (Table 1). With the above-described gene expression assay, we quantified various high, medium and low abundant genes. For high abundant genes, typical absolute numbers of (4.3 ± 1.3) × 10^9 for S19, (0.7 ± 0.3) × 10^8 for tuba and (5.4 ± 1.3) × 10^8 for EL-1 were obtained. The calculations of the expression levels are based on a 95% confidence interval. For the medium and low abundant genes, the following results could be achieved: (2.4 ± 0.7) × 10^8 for DNAbp, (2.4 ± 1.1) × 10^8 for RAB1, (0.57 ± 0.05) × 10^8 for PGK1 and (1.3 ± 0.8) × 10^7 for p65. The uncertainties are caused by systematic as well as measurement errors. In Table 1, the mean values and the corresponding SDs for the selected genes are listed. These data indicate clearly that the dynamic range of detection exceeds three orders of magnitude (10^7–10^10 copies/µg cDNA).

Figure 3. Comparison of cross-correlation obtained using either mono- or bi-labeled green probes. Left panel: 5'-mono-labeled green and 5'-red-labeled probe at 2.0 nM with PGK1 ssDNA at concentrations of 2, 1, 0.5 and 0.2 nM. Right panel: 5',3'-bi-labeled green and 5'-red-labeled probe at 0.1 nM with PGK1 ssDNA concentrations of 0.05, 0.03, 0.02, 0.01 and 0.005 nM. For conditions, see Materials and Methods. Although the bi-labeled probe causes a higher background amplitude (compared with the mono-labeled probe), the sensitivity is increased. This background (0 nm PGK1) is caused by cross-talk, which is due to the fact that the emission spectrum of rhodamine green upon excitation at 488 nm is extending into the detection range of the red detector.

Figure 4. Calibration curve. The particle numbers (Ngr) are a function of the gene-specific PGK1; ssDNA concentration (0.005–0.1 nM). Hybridization conditions: 0.1 nM probe; 16 h at 60°C. Measurement: 240 s at 50°C. Each data point is the average of three independent measurements. The error bars illustrate the deviation in Ngr based on the 95% confidence interval. The slope of the calibration curve is a direct measure for the binding efficiency of the probe pair to the specific gene under the given experimental conditions.
Gene specificity of assay

All probes used in our assays were designed with respect to their hybridization properties and their gene specificity (Thermodynamic alignment, iSenseIt AG). Additionally, all measurements were performed under temperature-controlled conditions avoiding unspecific interactions. As the detection technology is based on simultaneous translation of dye molecules through the detection volume element, which in the case of the presented gene expression analysis only occurs upon hybridization of two probes to the same gene target, a high specificity is inherently given by the method. To obtain a false-positive signal, both probes have to hybridize non-specifically to the same cDNA molecule. We addressed the gene specificity by preparing a β-actin-depleted total cDNA sample. ssDNA complementary to a fragment of the β-actin cDNA was added to the sample cDNA solution. Upon hybridization and attachment of the formed duplex onto streptavidin-coated beads, >95% of the initial amount of β-actin cDNA (determined by PCR analysis, data not shown) was removed from the sample (for details, see Materials and Methods). In the following, we tested the specificity of the interaction using this depleted sample. Figure 5 presents a comparison between the β-actin hybridization measurements of the original, the depleted and the background sample, respectively. The cross-correlation signal for the depleted sample is slightly above the background contributed by the cross-talk of the non-hybridized probes. The signal corresponds to <10% of original sample and therefore confirms the results obtained by PCR analysis. These findings clearly demonstrate the specificity of this method.

DISCUSSION

We have developed a new method for gene expression analysis and presented data demonstrating that gene quantification in absolute numbers is possible without any amplification of either the sample or the detected signal. The fluctuation analysis allows the direct determination of the number of labeled genes provided they carry both labels (probes) simultaneously. This property is evaluated using the calibration curve, as the measured number of dual-labeled gene molecules can be compared with the real number (defined amount of target). The calibration curve provides a quantitative measure for the efficiency of the probe–target binding which can be below 100% due to a reduced photon emission of one probe and/or a reduced probe binding as the folding of the target nucleic acids imposes substantial penalties on the hybridization. Using the calibration curve, correction factors can be obtained and a quantitative evaluation is possible. The feasibility to detect non-amplified genomic DNA at the level of single genes by double-color DNA probes has been reported previously by Castro and Williamson (23). As there is no information about the binding efficiency of the probes available, a quantitative assessment is not possible. In our assay, the molecular motion of a double-labeled target complex using fluorescence cross-correlation spectroscopy (20,21) is analyzed and a quantification range of at least three orders of magnitude is reached. The analysis is independent of the target size or the probe positioning and, in addition, is providing information on the gene size. Due to stochastic motion, only the double-labeled target is observable but not the uncorrelated probe background even in large excess (21). The RT–PCR also allows the quantification of selected genes in absolute numbers. While the PCR concept is based on determination of Ct values (the fluorescence signal reaches a point where it is statistically significant above background) (30), our assay determinates N_g values (number of double-labeled molecules). In both cases, these numbers are translated into target copies with the help of a measured standard curve. The accurate generation of the calibration curve requires the preparation of pure gene-specific DNA fragments. A high-quality preparation followed by a precise

<table>
<thead>
<tr>
<th>Accession no.</th>
<th>Gene</th>
<th>Gene concentration</th>
<th>Gene copies/µg total cDNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC009275</td>
<td>β-Actin</td>
<td>1330 ± 260 pM</td>
<td>(8.0 ± 1.6) × 10^5</td>
</tr>
<tr>
<td>L41490</td>
<td>EL-1</td>
<td>810 ± 170 pM</td>
<td>(4.9 ± 1.0) × 10^5</td>
</tr>
<tr>
<td>M81757</td>
<td>S19</td>
<td>660 ± 70 pM</td>
<td>(4.0 ± 0.4) × 10^5</td>
</tr>
<tr>
<td>K00558</td>
<td>tuba</td>
<td>115 ± 30 pM</td>
<td>(7.0 ± 1.7) × 10^5</td>
</tr>
<tr>
<td>M28209</td>
<td>RAB1</td>
<td>50 ± 13 pM</td>
<td>(3.0 ± 0.8) × 10^5</td>
</tr>
<tr>
<td>X95325</td>
<td>DNAHp</td>
<td>38 ± 3.3 pM</td>
<td>(2.3 ± 0.2) × 10^5</td>
</tr>
<tr>
<td>V00572</td>
<td>PGK1</td>
<td>12.8 ± 3.3 pM</td>
<td>(0.8 ± 0.2) × 10^5</td>
</tr>
<tr>
<td>L19067</td>
<td>p65</td>
<td>2.1 ± 1.3 pM</td>
<td>(1.3 ± 0.8) × 10^7</td>
</tr>
</tbody>
</table>

*Mean ± SD in 1 µl assay volume using 100 and 200 ng of HL-60 cDNA, respectively. The concentration obtained for 200 ng was divided by 2.

*Mean ± SD.

Figure 5. Cross-correlation curves obtained upon hybridization of two gene-specific actin probes to either 100 ng of total cDNA or 100 ng of β-actin-depleted total cDNA. For conditions, see Materials and Methods.
quantification is extremely important. In the case of RT–PCR assays, the generation of a standard curve has to be repeated for every new quantification to ensure accurate reverse transcription and amplifications profiles (15). A clear advantage of the presented new technology can be seen here. In the future, the generation of a calibration curve will be performed only once for each specific gene. Later on, any determination of the copy number per µg of cDNA can be based on this calibration curve by simultaneous measurements of a limited number of defined controls. The most direct and therefore accurate way would be the determination of the gene copies by counting mRNA molecules within a biological sample. Any additional treatment of the RNA, such as reverse transcription, increases the probability of obtaining incorrect or inaccurate results. Our technology does not require any modifications (labeling, etc.) of the biological targets. Moreover, we are currently developing a direct quantification assay of gene expression levels on mRNA. In the present stage, 10⁶ cells are required in order to detect low abundant genes within a measurement volume of 1 µl. As no amplification is involved in the whole procedure, the next consequence of reducing the sample amount is a decrease in the hybridization volume. For this purpose, microstructures with a well volume of 234 nl (see Materials and Methods) were fabricated. Except for the well volume, these microstructures have identical characteristics (compared with 1 µl microstructures), which allowed us to use the same instrument and measurement set-up. The concentration of all the reagents could be kept at the same highest possible level, which is crucial for the reaction kinetics. Calibration curves using a 100 nl sample volume have already been successfully measured, resulting in a required sample amount of 10⁵ cells per well in order to quantify low abundant genes. By a further reduction of the measurement volume, sample amounts down to 10⁴ cells per well seem to be possible.
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