Clinical research of kidney diseases III: Principles of regression and modelling
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Introduction

Inappropriate data analysis is a source of measurement error in clinical studies [1]. Descriptive methods (graphs, summary statistics and relational plots) are used to assess variable distributions, identify possible outliers and reveal the form of the relationship of interest. For example, in a study of hyperparathyroidism in chronic kidney disease, researchers are interested in the sample mean and standard deviation (SD) of both parathyroid hormone and kidney function levels, and in the form of their possible relationship (i.e. whether it is present across all variable levels and whether it can be described by a line, a curve, etc.). The next step is to extend the conclusions beyond the immediate sample (inference) and estimate, for example, the amount of parathyroid hormone increase as kidney function declines. Statistical models are used to test whether an input–output relationship is supported by observed data and assess its direction and strength [1, 2]. Most researchers and consumers of clinical research are familiar with the preliminary steps of data analysis. However, there is a growing interest in filling the gap between elementary notions and more advanced knowledge. The present paper provides introductory notes on general principles of statistical modelling, including how regression methods are chosen and used to address epidemiological phenomena such as confounding and interaction.

Regression analysis

Role of statistics

The task of statistics in the analysis of epidemiological data is to distinguish between chance findings and results that may be replicated upon repetition of the study [1]. For example, if a relationship between left ventricular mass (LVM) and systolic blood pressure (SBP) exists, LVM is expected to change by a certain amount as SBP changes. Data from a recent large-scale multicentre application of cardiac magnetic resonance in people without clinical cardiovascular disease were modelled to estimate the average change in LVM per unit change in SBP. LVM was 9.6 g greater (point estimate), 95% confidence intervals (CI) from 8.5 to 10.8 (interval estimate), per each 21 mmHg (SD) higher SBP [3]. The point estimate (fit) is the explained output variability, whereas the difference between recorded and predicted values (random error) is the variability unexplained by the model. This is used to calculate the 95% CI (measure of precision).

The residual error implies that the value of the response for an individual knowing his/her SBP (and other inputs in the multivariate model) can never be predicted with certainty. For example, considering the adjusted effects of SBP (9.6 g per SD) and body mass index (BMI, 11.7 g per 5 kg/m²), the expected LVM of a subject with SBP of 147 mmHg and BMI of 30 kg/m² is 9.6 × 7 + 11.7 × 6 = 137.4 g [3]. This LVM may not correspond to the observed value for a subject with SBP of 147 and BMI of 30 (if that subject exists). Further information can reduce this error. However, even including several inputs into the model the ‘exact’ response value can never be established. In other words, some amount of variation will remain unexplained after fitting a model to any data. Measures of the explained variability in the response, such as the overall $R^2$ statistic in linear models or equivalent (likelihood) measures in other models, inform on the clinical relevance of the effects as opposed to their statistical significance [2]. Finally, statistics only convey the effect of the chance element in the data but can neither identify nor reduce systematic errors [1, 2]. The only bias that can be controlled during statistical analyses is ‘measured’ confounding.
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Fig. 1. Example of three common functions of the linear predictor (LP). The identity function does not change the LP (linear model) and yields graphs that are straight lines; the exponential function is the exponentiated LP (Poisson model); the logistic function is a sigmoid function of LP (logistic model). Note that different functions have not only different shapes but also different ranges.

However, the interpretation of the results would be wrong if the statistical tool is incorrect. This implies the choice of the proper function to model the data and regression technique.

**Concept of function**

Most clinical research can be simplified as an assessment of the relationship between exposure (X, independent variable) and disease (Y, dependent variable). For example, if the study hypothesis is that LVM depends on BMI, smoking habit, diabetes and SBP [3], then the observed values of LVM (Y) are said to have a functional relationship with these four variables (x₁, x₂, x₃ and x₄). This implies a link between input(s) and output.

A function (equation) can be thought of as a ‘machine’ transforming some ingredients (inputs) into a final product (output). Technically the ingredients on which a function operates are the ‘argument’ of that function. Just as any machine produces a specific output and has a typical shape and characteristics, similarly any function has its specific response variable and a typical mathematical form and graphical shape.

A special ‘ingredient’ is the linear predictor (LP), which is the ‘argument’ of most statistical functions of interest to clinical epidemiology. LP contains one or more inputs (the ‘Xs’) combined in linear fashion (i.e. LP is a linear function of the Xs). Figure 1 shows three important functions of the LP: the identity function, which does not modify its argument and gives LP as output; the exponential function of LP and the logistic function of LP. The underlying mathematical structure is not important here. However, two aspects should be noted: first, different transformations change the ‘shape’ of the relationship between LP (input) and its function (output); second, although LP can range from −∞ to +∞ (allowing any type of input to be accommodated into it), its function can be constrained into a range between 0 and 1 (logistic function); it can have a lower limit of 0 (exponential function) or can just have the same range as the LP (identity function). These aspects are crucial as the model choice is based on the distribution of the response. Different responses require different ways of modelling LP.

**Regression methods**

Once a function has been chosen to describe the relationship of interest, its coefficients are estimated using regression strategies. Regression and correlation are often confused as they measure the degree of relationship between two or more variables in two related but different ways. Correlation (or more generally, covariation) measures the degree of association between two variables without distinction between input(s) and output. The variables can be two inputs or two outcome measures in the same subject. In regression analysis the output is modelled as a function of one or more inputs to predict its future values.

The term regression implies the tendency towards an average value. For example, if there is a linear relationship between age and 5-year mortality, the average change in mortality per unit change in age can be estimated using linear regression. This estimation task is accomplished by obtaining specific values (estimates) for the ‘unknowns’ (parameters) of the specific regression function. In the
Ordinary least-squares method and components of a statistical model. The regression line drawn through a scatter plot of two variables is 'the best fitting line' of the response (left). In fact, this line is as close to the points as possible providing the 'least sum of squares' deviates or residuals (vertical dashed lines). These discrepancies are the differences between each observation (‘$y$’) and the fitted value corresponding to a given exposure value (‘$\hat{y}$’). The statistical model of the response ($Y$) includes a systematic component (SC) corresponding to the regression line (the linear predictor LP in linear regression or some transformation of the LP in other models) and an error term ($E$), right) characterized by some known distribution (for the linear model the distribution is normal, with mean $= 0$ and constant variance $= \sigma^2$).

In this example, the linear function of mortality is mortality $= \text{LP} + \varepsilon = \beta_0 + \beta_{\text{age}} \times \text{age} + \varepsilon$, where LP is the linear function $\beta_0 + \beta_{\text{age}} \times \text{age}$ (fit) and $\varepsilon$ is the variability in the data unexplained by the model. The parameters of this univariable model are $\beta_0$, representing the intercept of the line describing the input–output relationship, and $\beta_{\text{age}}$, representing its slope (average change in mortality per year of age). For each ‘$\beta$’ the model provides a point estimate and 95% CI.

Different regression methods exist. The method commonly used in linear regression, for example, is the ordinary least-squares method (OLS). In lay words this method chooses the values of the function parameters ($\beta_0$, $\beta_{\text{age}}$) that minimize the distance between the observed values of the response $y$ and their mean per unit of $x$ (thus minimizing ‘$\varepsilon$’). Graphically this corresponds to finding a line on the Cartesian axes passing through the observed points and minimizing their distance from the line of the average values towards which the observed measures are ‘regressed’ (Figure 2, left). Other estimation methods exist for other types of data, the most important of which is maximum likelihood estimation (MLE). As opposed to OLS, MLE works well for both normally (Gaussian) and non-normally distributed responses (for example Binomial or Poisson). However, all estimation procedures choose the most likely values of the parameters given the data, those that minimize the amount of error or difference between what is observed and what is expected.

Statistical models

Definition

Models are representations of essential structures of objects or real processes. For example, the earth may be approximated to a sphere in geographic calculations although it is flattened at the poles. Given a reasonably linear relationship between kidney function and haemoglobin concentration, a linear model may be used to study anaemia in chronic kidney diseases. Even in the presence of mild deviations from ideal circumstances, the representation of a process by means of a simple model, such as the linear model, helps grasp the intimate nature and mechanisms of that process. Obviously, critical violations of model assumptions would make the model inappropriate. The linear model would be wrong if the relationship was exponential. Similarly, the sphere would not be an acceptable model if the earth were a cone. A useful model is a good compromise between appropriateness of the chosen function and interpretability of the effects ($\beta$), while leaving as little unexplained variability in the data as possible ($\varepsilon$).

Indeed biologic phenomena, as opposed to deterministic phenomena of physics or chemistry, are characterized by considerable variability, yielding different results when repeated in the same experimental conditions. Probabilistic rather than deterministic models are applied to biomedical sciences as they include indexes of uncertainty around the population parameters estimated using samples (e.g. 95% CI). These characteristics of statistical models are reflected in their fit and random components. For example, the fit portion of a linear model is a line, and the errors are distributed normally with mean equal to zero (Figure 2, right). In other models the fit portion has different shapes and the residuals have different distribution.

Model choice

The most appropriate statistical model to fit the data depends on the type of response variable because this determines the shape of the systematic portion and the typical error distribution. Previous literature often provides useful information to guide on the model choice before data
are collected. Once the model has been built, its systematic and random components are verified graphically, using formal tests based on residuals in order to ensure that the chosen model fits the data well. These procedures are called model checks (including influential observations and outliers) and assumption verification. They will not be discussed in this paper. However, three major principles can be summarized using the linear model as an example.

First, the relationship between input and output must reflect the mathematical form of that model. For example, to use the linear model the relationship must be linear. In other models, the functional form of the relationship is describable by other curve shapes (Figure 1) and the meaning of the parameters is different. This ‘shape’ assumption pertains to the systematic component (Figure 3). The other two conditions to use a statistical model pertain to its random component. First, the residuals must follow a distribution compatible with the specific model: normal in linear regression, binomial in logistic regression, and Poisson in Poisson regression. For example, in a study of asymmetric dimethylarginine (ADMA) and glomerular filtration rate (GFR), the observed GFR was approximately symmetrically distributed above and below the fitted line of GFR over ADMA (error mean = zero), with equal (constant) variance along the whole line [4]. Second, the residuals must be independent. This is possible only if the observations are independent. This condition is violated if repeated measures are taken on the same subjects or if there are clusters in the data, i.e. some individuals sharing some experience/conditions that make them not fully independent. Consequently, once some measurements have been made, it becomes possible to more accurately ‘guess’ the values of further measurements within the same individual/cluster, and the corresponding errors are no longer due to chance alone. This final assumption must be satisfied in the study design. In the presence of correlation, appropriate statistical techniques are required.

When the necessary conditions to use a certain model are clearly violated, they can be carefully diagnosed and treated. For instance, often non-linearity and unstable variance of a continuous response can be at least partially corrected by some mathematical transformations of the output and/or the inputs in order to permit use of the linear model. Urinary protein excretion, for example, is often log-transformed both when it is treated as output [5] and input [6]. However, any data transformation changes the meaning of the model parameters and their interpretation may become obscure. Reports often fail to explain clearly the meaning of the parameters of some complex models [5–8].

These three conditions have the following meaning. Once the model has been fitted to the data (1) it must be possible to quantify the amount of change of the output per unit change of the input(s), i.e. the parameter estimates are constant and apply over the whole range of the predictors; (2) what remains to be explained around the fit is unknown independent of the input(s) values and (3) the measurement process. For more detailed discussion on applied regression the interested reader is referred to specific texts [9].

Multivariable versus univariable analysis

Multiple regression models contain more than one input. Therefore, they estimate more effects simultaneously. A graphical approach using the linear model may help understand this concept.

When only the response variable is considered, e.g. the overall mean and standard deviation of LVM [3], the largest possible variability is observed in the data (unconditional response). The output variability becomes smaller if the response is studied as a function of one input at a time or, better, two inputs at the same time (conditional distribution of the response). As the systematic component of a multivariable model contains more information on the variability of the response, the amount of unexplained variability gets smaller (Figure 4, left). The intercept and standard error of the model without input variables (‘null model’, i.e. \( y = \beta_0 + \varepsilon \)) are the parameters of the unconditional distribution of the response (mean and SD).

Figure 4 (right) shows the multidimensional consequences of introducing more inputs. With two quantitative predictors such as SBP and BMI, the fitted values of LVM lie on a plane in the three-dimensional space, the plane that minimizes the residuals. The addition of a third quantitative variable would create a hyper-plane in the multidimensional space and so on. Of note, qualitative inputs, such as diabetes, separate the fitted values on more planes, one per each level of the independent variable. This plane would have some sophisticated shape in other models, but the multidimensional meaning of multivariable analysis would be the same.

Modelling issues

Confounding

Definition. A confounder is an ‘extraneous’ variable associated with both exposure and response without lying in the pathway between them, (Figure 5). Conversely, a marker or proxy is only related to the exposure, an intermediate variable explains the outcome, and two inputs are colinear when they carry the same or at least similar information. For

Fig. 3. Linearity and equal variance. In the left panel, the response is linearly related to the exposure and has constant variance (homoscedasticity). In the right plot, two possible important violations are depicted: non-linearity and unequal variance (heteroscedasticity).
Fig. 4. Information gain and residual variance and three-dimensional representation of the linear model. The residual variance of left ventricular mass (LVM) gets progressively smaller in comparison to the unconditional response (distribution of the response without any knowledge about exposure) as more informative inputs are introduced into the model. The inputs are systolic blood pressure, SBP ($x_1$, in mmHg) and body mass index, BMI ($x_2$, in kg/m$^2$). These quantitative predictors generate a plane in the three-dimensional space. The number of fitted planes increases with the number of levels of a qualitative input (e.g. diabetes, DM).

Fig. 5. Possible relationships between input and outcome. A confounding factor ($X_C$) is independently associated with the response ($Y_O$) even in the absence of the exposure of interest ($X_E$), and with $X_E$ without being the consequence of $X_C$ (e.g. in a study of coffee drinking, $X_E$, and coronary artery disease, CAD, smoking, $X_C$, is an independent risk factor for CAD, and related to coffee drinking without being in the causal chain between them). A marker or proxy ($X_M$) is associated with the exposure only and has no direct relationship with the outcome (e.g. yellow fingers are related to smoking but not to CAD). Two inputs ($X_1$ and $X_2$) may also have an independent association with the response; this is the ideal situation as it maximizes the information in the data (e.g. both male gender and age are independently related to CAD). Colinearity is a phenomenon whereby two inputs ($X_1$ and $X_2$) carry (at least partially) the same information on the response (e.g. age and kidney function estimates including age). An intermediate variable ($X_I$) lies in the pathological path leading to the outcome (e.g. cholesterol levels in the causal chain between diet and CAD). Inclusion of $X_I$ in a multivariable model can be useful to assess the amount of change in the estimated effect of $X_E$ ($\hat{\beta}_E$) on $Y_O$ mediated by $X_I$. However, the adjusted $\hat{\beta}_E$ is biased as (at least part) of the effect of $X_E$ is due to an effect of $X_I$ on $Y_O$ rather than confounding.

Example, in a recent ultrasound study of renal resistance indices (RI) in chronic kidney disease, carotid intima–media thickness was significantly associated with RI in baseline models that did not include age [10]. However, older patients had thicker carotid artery walls and once age was entered into the model intima–media thickness lost its predictive power (confounding by age). In the final model of RI the introduction of phosphate ‘lowered’ the coefficient of GFR (another input). However, phosphate increase may be one mechanism through which kidney function reduction contributes to higher RI, i.e. be in the causal chain between exposure and response (intermediate variable). Adjustment of the effect of GFR for phosphate (which is affected by GFR) may be biased, as it does not merely reflect confounding. Although modelling strategies help identify multiple relationships, their direction and temporal sequence should be made explicit in the design and ideally tested in experimental studies [1,2]. A further challenge of longitudinal data is that some covariates may play the dual role of confounders and intermediates over time [18,19]. For example, in a study of the effect of obesity on mortality, the development of clinical cardiac or respiratory disease is an independent predictor of both mortality and subsequent weight loss and is influenced by prior weight gain. In a study of anti-proteinuric agents and mortality, the time-dependent covariate proteinuria is both an independent predictor of survival and initiation of therapy and is itself influenced by prior treatment.

Control. Confounding can be prevented using randomization, restriction or matching in the design phase [1,2] and controlled through stratification or modelling during analysis (Table 1). Stratification refers to cross-tabulation
increases (and their size decreases) with the number of potential confounders. Multivariable analysis is more efficient and avoids categorization of continuous variables. However, stratified analysis helps study data distribution by levels of key variables and guide modelling choice [12].

The effect of

\[ E = \beta_0 + \beta_E E + \beta_C C + \epsilon. \]

The difference between \( Y \) and the effect of \( C \) left in the model gives the effect of the \( E \): \( y = \beta_0 + \beta_E E + \epsilon \). The right-hand part of the equation is a simple regression. The same applies to other models. This is the epidemiological concept of independence: "independent" means purified from the effects of other inputs kept in the model.

\[ \text{Interaction} \]

An interaction between two inputs is a modification of the effect of one input in the presence of the other (Table 1). For example, in the CARE trial, inflammation was associated with higher progression rate of kidney disease, whereas pravastatin treatment was associated with slower progression rate only in the presence of inflammation [11]. Inflammation modified the effect of pravastatin (and vice versa). The interacting variables (main terms) can be of the same type (qualitative or quantitative) or different type. The interaction effect can be qualitative (antagonism) or quantitative (synergism). For example, in one study [7] both BMI and HbA1C were directly related to the log albumin/creatinine ratio (output) when considered separately.

### Table 1. Confounding and interaction in multiple regression models

<table>
<thead>
<tr>
<th></th>
<th>Confounding</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>Spurious exposure-response association due to a lurking variable (belongs to study)</td>
<td>Reciprocal effect modification of two (or more(^a)) inputs (belongs to nature)</td>
</tr>
<tr>
<td>Mechanism</td>
<td>Differential distribution of the confounder by level of the exposure and its independent association with the response</td>
<td>Reciprocal effect strengthening (synergism) or weakening (antagonism) of two inputs (biologic mechanism)</td>
</tr>
<tr>
<td>Consequences</td>
<td>Biased estimate of the exposure effect (in either direction) unless the confounding variable is accounted for</td>
<td>Estimates varying by combination of interacting variable levels; ignoring interaction is wrong even if the estimate of the main effects is correct</td>
</tr>
<tr>
<td>Identification</td>
<td>Study of (1) the distribution of the confounding variable by level of the exposure, (2) its association with the response and (3) the effect change of the exposure considering the confounder (stratification)</td>
<td>The formal test of interaction is based on the creation of a product term obtained by multiplying the two main terms [7,11]; the interaction effect is tested in the presence of the main effects (even if not statistically significant)</td>
</tr>
<tr>
<td>Prevention at the time of study design</td>
<td>Restriction of subjects to one level of known confounding (inefficient); randomization to evenly distribute known/unknown confounders [1,2]; matching or equal representation of subjects with known confounders in study groups (to be coupled with matched analysis)</td>
<td>Hypothesized at the time of study design based on biological plausibility</td>
</tr>
<tr>
<td>Treatment during data analysis</td>
<td>Stratification: information aggregated with pooling or standardization [12]; classification of patients on levels of propensity score [13]. Modelling: confounding variable kept in the model, even if its effect is not significant, provided that the confounding phenomenon is of clinical relevance(^b)</td>
<td>Interaction terms kept in the model if statistically significant, considering a more generous ( P ) value of 0.1</td>
</tr>
</tbody>
</table>

\(^a\)When the interacting variables are more than two, there are higher order product terms in addition to the first-order interaction terms, e.g. AB, AC, BC, ABC when the main terms are A, B, C, etc.

\(^b\)The amount of the acceptable change in the exposure effect in the presence or absence of the confounder in the model can be a matter of debate and the adopted policy should be explained in the reporting.

### Table 2. Hypothetical cardiac event data by the presence of diabetes (DM versus non-diabetics, ND) with age (\( A < 65 \) versus \( A \geq 65 \)) as a potential confounder

<table>
<thead>
<tr>
<th></th>
<th>Age</th>
<th>Total (without considering age)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( A &lt; 65 )</td>
</tr>
<tr>
<td></td>
<td>DM</td>
<td>ND</td>
</tr>
<tr>
<td>Cases</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Controls</td>
<td>98</td>
<td>116</td>
</tr>
<tr>
<td>OR</td>
<td>2.36</td>
<td>2.43</td>
</tr>
</tbody>
</table>

Age is a potential confounder of the relationship between diabetes (exposure) and cardiac events (response) as (1) there are more diabetics among the elderly; (2) it is independently associated with the response; and (3) it is not a consequence of diabetes. In fact the crude odds ratio (OR) associated with DM is 2.53 which overestimates the stratum-specific OR estimates and the adjusted (pooled Mantel–Haenszel) ORMH = \( \frac{x_{11} + x_{21}}{x_{11} + x_{21} + x_{12} + x_{22}} \) = 2.41, 95% CI from 1.22 to 4.77. Results of logistic regression are essentially the same (2.41, 95% CI 1.23 to 4.73). The number of strata increases (and their size decreases) with the number of potential confounders. Multivariable analysis is more efficient and avoids categorization of continuous variables. However, stratified analysis helps study data distribution by levels of key variables and guide modelling choice [12].
However, the interaction coefficient had a negative sign indicating that the total change in the response in the presence of one unit increase of both inputs was lower than the sum of the two main effects, i.e. \((0.1535 + 0.0036) - 0.0036\).

The term interaction is challenging as it describes both the biologic interdependence of two factors in exerting their effects and statistically the necessity for a new term in a model.

**Statistical assessment versus epidemiological interpretation of interaction.** The formal test for the presence of interaction tests whether there is a deviation from the underlying form of that model (Figure 6). For example, if the effect of age and diabetes on some event rate are respectively \(\beta_{\text{AGE}} = 0.001\) (per year) and \(\beta_{\text{DM}} = 0.02\) and there is no (significant) interaction, then the two fitted lines corresponding to the presence and absence of diabetes are constantly 0.02 rate units apart but have the same slope (additive model). Conversely, if there is an interaction effect of \(\beta_{\text{INT}} = 0.001\) the two lines of the interaction model are also diverging by a certain amount due to the further rate change per year of age in diabetics, graphically a difference in slope (multiplicative model). Statistically, the interaction coefficient estimates the amount of departure from the underlying form of the model. Epidemiologically, the coefficient of interaction is a difference between differences (in terms of LP). For example, there is a rate difference of 0.001 to consider if a subject is 1 year older and diabetic in addition to the differences of the main effects (Figure 6).

In linear models, interactions between two continuous variables would change the slope of the fitted line without affecting the model intercept [7]. Interactions involving only qualitative inputs change the intercept of the line.

**Table 3.** Hypothetical cardiac event data expressed as an incidence rate ratio (IRR) by level of two risk factors: smoking and hypertension, where there is no interaction on a multiplicative scale but there is on an additive scale.

<table>
<thead>
<tr>
<th>Smoking</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absent</td>
</tr>
<tr>
<td>Absent</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Ref.</td>
</tr>
<tr>
<td>Present</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>IRR 5 (0.5, 42.5)</td>
</tr>
</tbody>
</table>

The 2 \(\times\) 2 table shows the number of cardiac events per 1000 person-years by the presence of hypertension and smoking habit. As compared to subjects exposed to neither factor, the event rate in the presence of hypertension only is 10 times as high; in the presence of smoking is only 5 times as high and in the presence of both exposures is 50 times as high. On a multiplicative scale, there is no interaction as there is no departure from the multiplicative model (e.g. Poisson), i.e. 5 \(\times\) 10 is exactly 50. Testing the parameter of the product term, the IRR is 1 (95% CI 0.5, 42.5). However, risk ratios can be assessed also on an additive scale, where the IRR is 50 (6.9, 359). The two models have the same log-likelihood (\(-355.7\)). The only difference is the ‘contrast’ defining the null hypothesis. In the multiplicative model, the interaction term is a product term assuming the value of 1 for exposed to both and 0 otherwise. The null hypothesis is the absence of deviation from multiplicative risk (and of course it is not rejected). In the additive formulation, biologic interaction can be assessed using categories of covariate combination with exposed to none as reference (factored set of terms). The null hypothesis is the absence of difference on an additive scale (departure from additivity). The null hypothesis is rejected because the difference between exposed to both and exposed to neither prove to be larger than the sum of the other two differences, i.e. \((50 - 1) - [(10 - 1) + (5 - 1)] = 36\).

**Measurement scale and biological implications.** The definition of interaction as a measure of the departure from the underlying form of the model meets both statistical and
biological interpretation of the phenomenon as an amount of effect unexplained by the main terms. However, when this effect is measured, the interpretations differ, depending on the model scale [14]. In linear models, the statistical and biological perspectives coincide: input effects are (untransformed) differences. Interaction parameters are differences chosen to measure departure from an additive model: antagonistic interaction results in a change lower than expected (under-additive) [7]; synergistic interaction results in a change greater than expected (over-additive) (Figure 6). Statistical testing of this departure also measures the biological phenomenon. Conversely, Cox’s, logistic and Poisson regressions are multiplicative models because the joint effect of two or more factors is the product (rather than the sum) of their effects as LP is the argument of some non-identity function. For example, if the risk of death associated with diabetes is twice as high as in non-diabetics and is three times as high in men as in women, diabetic men have a risk six times higher than non-diabetic women. In these models effects are measured as ratios and interaction parameters are ratios chosen to measure departures from a multiplicative model: antagonistic interaction results in a change lower than expected (under-multiplicative), whereas a synergistic interaction results in a change greater than expected (over-multiplicative). Statistical assessment of this departure tests whether there is a departure from multiplicativity and not the existence of a biologic phenomenon [14]. Thus, from the statistical viewpoint, interaction depends on how the effects are measured. However, lack of evidence of deviation from the multiplicative scale supports the existence of biologic interaction, as the resulting change in the response is greater than the sum of the effects (over-additivity). This requires a biological explanation. For example, if diabetic men have a risk six times as high as non-diabetic women and the relative risks associated with the main effects are 3 and 2, there is no deviation from the multiplicative scale but there is over-additivity because $6 - 1 \geq (3 - 1) + (7 - 1)$. On the other hand, the choice of the model depends on the distribution of the response variable and cannot be dictated by the need to study interaction. There are ways to use multiplicative models and still assess the biological meaning of the phenomenon (Table 3 and 4).

### Table 4. Hypothetical cardiac event data expressed as an incidence rate ratio (IRR) by level of two risk factors: smoking and hypertension, where there is antagonism on a multiplicative scale and synergism on an additive scale

<table>
<thead>
<tr>
<th>Hypertension</th>
<th>Absent</th>
<th>Present</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Present</td>
<td>3</td>
<td>14</td>
</tr>
</tbody>
</table>

The 2 × 2 table shows the number of cardiac events per 1000 person-years by the presence of hypertension and smoking habit. As compared to subjects exposed to neither factor (absence of smoking and hypertension), the event rate in the presence of hypertension only is 7 times as high; in the presence of smoking is only 3 times as high and in the presence of both exposures is 14 times as high. If the risk in the interaction cell is less than multiplicative, the estimate of the risk ratio in a multiplicative model is less than 1, giving the misleading impression of a qualitative interaction (antagonism). The formal test for interaction gives an IRR of 0.6 (0.05, 7); using a factored set of terms IRR is 14 (1.8, 106). The additive model supports a quantitative interaction because the number of cases in the exposed to both group is larger than the sum of the two differences, i.e. $14 - 1 - (3 - 1) + (7 - 1) = 5$. The two Poisson models have the same log-likelihood of $-166.7$.

### Table 5. Reporting statistical methods and regression results

<table>
<thead>
<tr>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question</td>
<td>Define the relationship of interest</td>
</tr>
<tr>
<td>Study design</td>
<td>Recruitment plan (subjects, centres), sample size estimation, multiple measurements and clusters</td>
</tr>
<tr>
<td>Response</td>
<td>How the outcome was defined and measured</td>
</tr>
<tr>
<td>Exposure</td>
<td>Main predictor of interest</td>
</tr>
<tr>
<td>Other inputs</td>
<td>Other potential explanatory variables (independent, markers, intermediate), confounders, interacting variables</td>
</tr>
<tr>
<td>Effects</td>
<td>Explain the epidemiological meaning of the parameters of the chosen function (difference or ratios per unit change of the input)</td>
</tr>
<tr>
<td>Model check</td>
<td>Which regression method was used, how the model was built, its assumptions verified and treated, outliers looked for and sensitivity analyses carried out</td>
</tr>
</tbody>
</table>

*Design issues have also to be addressed in the Methods and results sections [1,2].

### Analysis power

The study size should be much larger than the number of input variables in the model. Most authors recommend that there should be at least 10 to 20 times as many observations as there are coefficients in the model; otherwise the estimates are very unstable [15]. Models of binary outcomes require at least 10 events per parameter [16]. For example, age as continuous input will have one coefficient, three age categories will have two parameters (one reference category) and so on.

### Reporting

The reporting of statistical methods and results in the medical literature is often suboptimal. A few tips are summarized in Table 5. More detailed checklists for reading
and reporting statistical analyses are available in textbooks [17].
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