ABSTRACT

Only a few percent of the 3 billion pairs of chemical letters in the human genome is responsible for protein-coding sequences. Recent advances in the field of epigenomics have helped us to understand how most of the remaining sequences are responsible for gene regulation at baseline and in disease conditions. Here we discuss recent advances in the area of epigenetics—specifically in cytosine modifications—and its application in the field of nephrology.

Keywords: chronic kidney disease, cytosine methylation, enhancers, epigenetics

INTRODUCTION

Epigenetics refers to heritable changes in gene expression patterns that are not caused by alterations in the nucleotide sequence itself. The epigenetic system therefore must be both heritable and reversible at the cellular level [1]. Cytosine modifications fulfill these criteria and are therefore considered the key epigenetic mechanism. Other factors including histone tail modifications, higher order chromatin organization and long and short non-coding RNA molecules are also often described as epigenetic mechanisms. The epigenetic information is stored in the form of chromatin, which is DNA wrapped around protein complexes and packaged into higher order structure [2]. Highly compacted chromatin is not readily accessible to the transcriptional machinery and represents mostly transcriptionally silent regions, called heterochromatin. Open chromatin regions, also called euchromatin, are transcriptionally competent regions. Nucleosomes are stretches of DNA (146 bp) wrapped around an octamer protein that consists of four dimers of histone proteins (H2A, H2B, H3, H4). Covalent modifications of histone tails constitute epigenetic marks as these modifications influence gene expression [3]. Upon transcription factor (TF) availability, the epigenome is the key determinant of transcriptional outcome, allowing certain genes to be expressed while others are not accessible to TFs. Understanding the epigenome is critical to comprehending cell-type-specific gene regulation at baseline and in disease conditions [3].

DETERMINING CELL-TYPE-SPECIFIC GENE REGULATORY REGIONS

Regulatory regions are characterized by TF binding. Unfortunately, it is often difficult to identify all TFs that are active in a given cell type. Recently, the DNase I hypersensitivity analysis followed by next-generation sequencing (DHS) has gained popularity to identify genome-wide regulatory regions [4]. The method takes advantage of the observation that TFs can only bind to DNA that is not wrapped around nucleosomes, so these regions are more sensitive to DNase I digestion. DNase I hypersensitivity therefore identifies regulatory regions, including promoter and enhancer regions in specific cell types with high precision.

Distinguishing the different types of regulatory elements imposes another challenge. Histone tail modifications are key regulators of gene expression. More than 100 different modifications have been described [5]. Methylation and acetylation of lysine residues on H3 histone (H3K4, H3K27, H3K9) are the most commonly studied modifications. In order to regulate gene expression, histones that are localized to nucleosomes right next to regulatory elements have specific tail alterations. These changes are so specific that histone tail modification patterns can be used to identify different cis-acting regulatory elements, including promoters, enhancers, silencers, insulators and locus control regions [6]. These cis-type gene regulatory
regions are highly cell-type-specific and are very important for cell-type-specific transcription [7]. Enhancers are of critical importance for gene expression and for defining cell-type specificity, and accordingly, they are usually occupied by the cell-type-specific TFs. Enhancers are located within a few kilobases to hundreds of kilobases of the regulated gene, and they can be found on the opposite DNA strand, downstream or upstream of the regulated gene or commonly in intronic regions. Previously, characterization and localization of these important regulatory elements has proved to be difficult [8, 9]. Fortunately, it has been found that H4K3me1 and H3K27ac histone modifications can be used to define enhancers [10]. Using these distinct chromatin signatures, we can predict the location of the different regulatory elements with high sensitivity and specificity and construct cell-type-specific gene regulatory maps [11]. The most commonly used method for genome-wide characterization of chromatin regions is chromatin immunoprecipitation (ChIP) to pull down DNA with specific histone tail modifications, followed by next-generation sequencing.

CYTOSINE METHYLATION AND DEMETHYLATION; HOW DOES THIS WORK?

DNA methylation is a chemical mark that involves the addition of a methyl group to cytosines on the 5th carbon position (5mC) on CpG sites (-C-phosphate-G-) [12]. The majority of CpGs (70–80%) are methylated in the genome. CpG-rich regions, designated as CpG islands, are prevalent on gene promoter regions and are largely unmethylated (<10%). DNA methyltransferase 1 (DNMT1) maintains the methylation patterns of the adult tissues that were established during development. Since DNA polymerases cannot incorporate 5mC, DNMT1 co-localizes to the replication fork and is responsible for methylating hemimethylated cytosines (Figure 1). The DNMT1 knockout mice show developmental delay and embryonic lethality, indicating the importance of DNMT1 [13].

DNA demethylation has several functions, including maintaining the fidelity of DNA methylation patterns and reactivating genes in somatic cells. DNA demethylation can be either an active or a passive process. Passive demethylation is mediated by reduced activity of methyltransferases during DNA replication and the subsequent loss of daughter strand methylation. Yet, the extent and dynamics of 5mC in the genome of mammals suggest that passive DNA demethylation alone cannot account for all changes. Two major processes have been described for active demethylation. The first process involves proteins such as thymine DNA glycosylase or activation-induced deaminase (AID) that induce a base pair mismatch [14], which is later recognized and excised by DNA glycosylase and different DNA repair mechanisms. The second process engages 5mC modification mainly by TET

Figure 1: Mechanisms of DNA methylation and active demethylation. (a) DNA cytosine methylation is established using DNMT3A and 3B. During DNA replication, cytosines on the nascent strand are not methylated. DNMT1 recognizes hemimethylated DNA, sits at the replication fork and methylates the cytosines according to the template methylation status. (b) Active demethylation. Global cytosine methylation levels have been shown to decrease with aging. The speed of losing methylation is higher than that of passive demethylation, and therefore, two major pathways have been discovered: one pathway is using the TET enzyme that hydroxylates methylated cytosine. The hydroxy-methyl cytosine is further recognized by DNA glycosylases and removed from the sugar-phosphate backbone. The second pathway involves proteins such as AID that induce a base pair mismatch. Different DNA repair mechanisms are involved after the base is removed.
proteins [15], and is not directly associated with DNA repair (Figure 1).

TET proteins can oxidize 5 methyl cytosine (5mc) to 5 hydroxymethyl cytosine (5hmC), which then can be oxidized further to the 5 formyl-cytosine (5fC) and 5 carboxyl-cytosine (5caC) by TET [16]. The TET family has three members, TET1, TET2 and TET3, that are involved in many processes including gene regulation, development and cancer [17]. TET proteins take part both in passive and active demethylation. TET proteins likely have other proposed functions, including binding to CpG-rich promoters and transcription start sites, presumably to prevent DNMT binding and unwanted methylation and transcription repression through recruitment of Polycomb repressor complex 2 (protein complex associated with gene silencing through chromatin remodeling) [18, 19]. In summary, our understanding of cytosine methylation and demethylation is expanding; future work will be directed at determining how local and global cytosine methylation levels are maintained, keeping cell identity stable, yet still allowing environmental plasticity.

CYTOSINE METHYLATION AND DEVELOPMENT

The largest change in cytosine methylation levels is observed in the context of development. Most cytosines are methylated in adult tissues; however, after fertilization almost all methylation is removed and a new pattern is reestablished during implantation. There are few regions in the genome (imprinted loci) that keep their methylation pattern after fertilization, and these regions are likely responsible for the transgenerational epigenetic mechanism [20]. After implantation cytosine methylation is reestablished by de novo methylases, DNMT3a and DNMT3b [21]. What governs DNMT3 to methylate unmethylated cytosines during development, yet spare CpG islands, is still not clear. It is proposed that cell-type specific or developmental TFs might shield certain areas in the genome that will now be protected from cytosine methylation [21]. Global deletion of Dnmt3a/b in mice is associated with severe developmental defects indicating that establishing cytosine methylation is critical for development and differentiation [22, 23]. There are two demethylation waves in the embryo. The first wave occurs before implantation and consists of global demethylation, while the second one occurs later, as primordial germ cells (PGCs) develop and migrate to the genital ridge to later develop into gametes. The paternal pronucleus undergoes a relatively fast demethylation wave right after fertilization, sparing the maternal pronucleus, as well as imprinted regions in the paternal pronucleus. The maternal pronucleus demethylation occurs later in a slower kinetics. During embryonic development, TET3 is responsible for the active demethylation of the paternal genome, while the maternal genome loses its methylation through gradual passive demethylation. It has been suggested that TET1 and TET2 mediate PGCs passive demethylation.

The presumed goal of preimplantation demethylation is to reset the genome, which enables the expression of previously methylated pluripotency genes and genes responsible for extra-embryonic differentiation. In the post-implantation period, after de novo methylation is completed, there is targeted demethylation of tissue-specific genes that helps to maintain, and in some cases establish, the tissue-specific pattern [18].

Embryonic development and cell differentiation to specific cell lineages are regulated by epigenetic marks, including cytosine methylation and histone tail modifications. Xie et al. showed that genes that are active in the embryonic stem cell stage and genes that are active during lineage differentiation differ in promoter CpG content and in the epigenetic silencing patterns. Early developmental regulatory genes are mostly found in large genomic domains, and generally lack DNA methylation in most lineages. These domains were termed DNA methylation valleys by the Ren group [24].

Upon analyzing developmental mouse tissue samples, Hon et al. described that most differentially methylated regions (DMRs) occurred at distal cis-regulatory elements. Some tissue-specific DMRs marked enhancers that are dormant (hypomethylation and lack of active histone modifications) in adult tissues, but active (hypomethylation and active histone modifications) in embryonic development, and were termed ‘vestigial’ enhancers [25]. These results suggest that DNA methylation of tissue-specific enhancers may reflect the epigenetic memory of embryonic development in adult tissues. In summary, these studies indicate that epigenetic modifications are key regulators of embryonic development and maintain cell identity.

THE ROLE OF CYTOSINE METHYLATION: WHAT DO THEY DO?

In the human genome, over 70% of CpG sites are methylated at high levels (>85%). CpG islands (CGI), which are cytosine-rich regions that are prevalent on gene promoter regions, have low methylation levels (<10%) [26, 27]. Most mechanistic work describing the role of cytosine methylation comes from studies analyzing the role of cytosine methylation changes on gene promoter regions. Cytosine methylation of promoter regions is believed to be a general silencing mechanism, associated with reduced transcript levels. There are two basic models for promoter hypermethylation-induced transcriptional repression: DNA methylation can repress transcription directly by blocking transcriptional activators from binding to the DNA sequence, or indirectly by recruitment of co-repressors to methylated regions, and packaging of local chromatin to inaccessible inactive state.

DNA methylation is a key silencing mechanism in several physiological processes. These include X-chromosome inactivation (a process by which one of the two copies of the X chromosome present in female mammals is inactivated, as a dosage compensation), suppression of repetitive elements, and carcinogenesis (either by targeted de novo methylation, which represses tumor suppressor genes and inhibits differentiation and repair or apoptosis genes, or by general demethylation).

While promoter methylation has been studied most extensively, recent systematic analysis has finally provided us with a true genome-wide view of cytosine methylation patterns. After
analyzing >40 different cell types, Ziller et al. [28] found that consistent with the previous observations, most cell types, except germ cells and preimplantation embryos, display relatively stable DNA methylation patterns. They found that 21.8% of CpGs show changes in their methylation state mostly during development. CpGs that show dynamic methylation changes, however, are mostly distal to transcription start sites. While they confirmed that promoters could change their methylation state, most DMRs are not promoters, but rather co-localized with gene regulatory elements, particularly enhancers and transcription-factor-binding sites. In addition, they showed that DMRs often contain single-nucleotide polymorphisms associated with cell-type-related diseases as determined by genome-wide association studies.

Cytosine methylation changes have also been evaluated in the context of cell differentiation, for example in the intestine and in the hematopoietic system. Using genome-wide bisulfite sequencing, Kaaij et al. found 50 DMRs in differentiating intestinal epithelial cells. These DMRs correlated with gene expression and represented enhancer-related chromatin marks. The binding of the transcription factor TCF4 close to DMRs correlated with hypomethylation, suggesting its contribution to the formation of DMR [29]. Hodges et al. described similar findings when hematopoietic stem cell differentiation was studied [30]. In summary, although in theory every CpG can change its methylation state, new genome-wide studies indicate the important role of cytosine methylation changes at enhancer regions.

Methylation of CpGs can influence transcription by additional mechanisms as well. The methylated cytosine can influence the secondary structure of the DNA through enhanced binding of methyl-binding domain (MBD) proteins and repress binding of other DNA-binding proteins, which can modulate chromatin structure. Methylated cytosines can also affect the binding of histone deacetylases and polycomb proteins to regulate gene expression. The role of cytosine methylation of exonic regions is still debated. According to the classic model, methylation of cytosine in these regions would enhance gene expression as it could inhibit nascent RNA transcription and the unnecessary pausing of the RNA polymerase. Recent reports indicate that cytosine methylation of exonic regions is likely important for RNA alternative splicing, mediated by CTCF binding [31, 32]. In summary, the role of cytosine methylation changes is highly context dependent, and cytosine methylation of regulatory regions is associated with gene expression regulation (Figure 2).

Epigenome as the environmental footprint

The epigenome is flexible and under constant environmental pressure, therefore theoretically it can be used to record long-term changes. It is clear that the magnitude of epigenetic ‘plasticity’ is much greater during development compared with what has been observed in different disease conditions. This observation raises the possibility that environmental factors have a much greater long-term effect on cell type and the epigenome profiles during development. The molecular mechanism of long-term environmental programming is not fully understood, yet it is known that cells adjust their metabolic state in response to nutrient availability. Since most chromatin-modifying enzymes require substrates and cofactors that are intermediates of cellular metabolism, fluctuations in metabolite levels can modulate enzymatic activity and affect chromatin dynamics. For example, acetyl groups generated following fatty acid metabolism are critical intermediates of histone acetylation. The universal methyl-donor SAM is the source for the methyl groups for cytosines and histones.

In this context, environmental factors-induced epigenetic alterations during development have been identified in several genes. The human glucocorticoid receptor has been heavily investigated. Its methylation status has been found to be influenced by maternal depression, abuse during pregnancy in humans and by maternal low-protein diet, uteroplacental insufficiency and maternal behavior in animal models [33]. Methylation of insulin growth factor 2 gene (IGF2) has been implicated in colon and breast cancer in offsprings after vitamin B or folic acid maternal diet both in humans and rodents [34]. In rats maternal choline intake has been related to increased histone methylation in the brain and liver [35].

The mechanistic link between maternal diet and epigenetic state is best demonstrated through the phenotypic effect of the methylation status of the agouti gene [36]. Since the epigenetic state of the murine Ay allele is highly variable and it exerts phenotypic effects (coat color), it is a convenient model to study the effect of methyl donor supplementation. Indeed, in mice methyl donors have been shown to change the...
methylated state of the Ay allele, resulting in characteristic coat color changes in offspring [37].

**EPIGENETICS OF KIDNEY DISEASE**

The field of epigenetics in kidney disease is still in its infancy [38], yet several lines of evidence point to the fact that epigenetic differences might play a role in chronic kidney disease (CKD) development. First, hypertension and nephron endowment are significantly influenced by the *in utero* environment (programming). Animal model studies indicate that calorie, protein or oxygen restriction is associated with lower nephron number, hypertension and microalbuminuria [39]. In addition to developmental programming, transient metabolic changes appear to have long-term effects on kidney disease development as well. For example, human clinical studies indicate that patients experiencing an episode of hyperglycemia still have increased incidence of diabetic kidney disease even after a quarter of a decade of normal metabolic control, a phenomenon called ‘metabolic memory’ [40].

Multiple studies have been published analyzing cytosine methylation changes of mixed peripheral blood samples obtained from control, diabetic or CKD patients. These studies indicated changes in cytosine methylation profiles of samples obtained from CKD cases. As the epigenome is cell-type-specific, the interpretation of results from mixed cell types that are not directly involved in disease pathology remains difficult [41].

The Zeisberg group conducted genome-wide methylation screening of fibroblasts taken from non-fibrotic and fibrotic kidney biopsies [42]. The analysis revealed 12 genes that were hypermethylated, of which RASAL1 was investigated further. RASAL1 hypermethylation and its resultant silencing lead to fibroblast activation through increased Ras-GTP activity. This hypermethylation is mediated by DNMT1, and indeed kidney fibrosis was ameliorated in heterozygous Dnmt1+/− mice.

Systematic analysis of the human methylome of the target tissue can provide invaluable insight into the mechanism of chronic human diseases, including CKD. To address this critical issue, our lab performed genome-wide cytosine methylation profiling of tubule epithelial cells obtained from CKD and control kidneys. The original dataset included 26 samples with diabetic and hypertensive CKD samples. The replication dataset used 86 samples with diabetic kidney disease cases. Using complex statistical analytical methods we identified 4751 DMRs when control and CKD kidney samples were compared [43]. We were able to confirm our initial results in the external replication dataset as well. We found that 70% of the DMRs showed lower methylation levels in CKD (Figure 3). Changes were observed only on a handful of promoter regions, and

**FIGURE 3**: Cytosine methylation changes in CKD. (a) DMRs between CKD and control human kidney tubules. In CKD, most DMRs are hypomethylated (~70%). (b) Annotation of the DMRs using a chromatin annotation map, which was generated from histone tail modification ChIP-seq and the ChromHMM algorithm. Most of the DMRs are on enhancers. (c) A hypothetical model of our findings; enhancer DMRs might modify TF binding and thereby affect the expression of downstream transcript levels. The DMRs were located mainly at candidate enhancers. Several consensus TF-binding motifs were found in DMRs, including key renal TFs (HNF, TCFAP, SIX2). Cytosine methylation levels correlated with gene expression changes.
most DMRs were outside of the promoter regions. To understand the role of the observed cytosine methylation changes, we performed histone ChIP-seq analysis using a panel of histone tail-specific antibodies that recognize specific chromatin regions in the genome (promoters, enhancers and transcribed regions). Using the hidden Markov modeling based computational algorithm, we generated kidney-specific regulatory maps. Histone tail-based chromatin annotation maps indicated that CKD-associated DMRs localized to kidney-specific enhancer regions. These enhancer regions were also enriched for kidney-specific TF consensus sequences (including SIX2, PAX2, etc.) [44]. Functional annotation analysis indicated that most DMRs were in the proximity of developmental and profibrotic genes. DMRs also correlated with the expression and regulation of many profibrotic genes [45]. Epigenetic dysregulation therefore can be the basis for CKD progression, as cytosine methylation changes of core fibrosis genes are causally linked to transcript level and phenotype development (Figure 3). Enrichment of developmental genes and binding sites for developmental TFs also raise the possibility that the epigenome is the mechanistic connection between developmental programming and CKD development.

CONCLUSION

The technological progress in whole-genome sequencing and computational analysis is leading us into a new era in our understanding of epigenetic modifications, specifically cytosine methylation changes. Such analysis highlighted that CpGs that are located on cell-type-specific enhancers show variability in their methylation levels. The methylation of these cell-type-specific enhancers follows a very specific pattern during cell-type specification, development and differentiation. Methylation of enhancer regions also showed functionally significant differences when epithelial cells of control and CKD kidneys were analyzed. Future studies will be needed to determine the role of enhancer-methylation changes in control and disease conditions.
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ABSTRACT

Over the last quarter of a century, a huge effort has been made to develop interventions that can minimise ischaemia reperfusion injury. The most potent of these are the ischaemic conditioning strategies, which comprise ischaemic preconditioning, remote ischaemic preconditioning and ischaemic postconditioning. While much of the focus for these interventions has been on protecting the myocardium, other organs including the kidney can be similarly protected. However, translation of these beneficial effects from animal models into routine clinical practice has been less straightforward than expected. In this review, we examine the role of ischaemic conditioning strategies in reducing tissue injury from the ‘bench to the bedside’ and discuss the barriers to their greater translation.
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INTRODUCTION

It has been 101 years since Herrick [1] reported the first case of myocardial infarction due to coronary thrombosis, at which time he noted ‘The hope for the damaged myocardium lies in the direction of securing a supply of blood … so as to restore so far as possible its functional integrity’. This insight into the