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Synchronization of neuronal activity in the neocortex may underlie the coordination of neural representations and thus is critical for optimal cognitive function. Because cognitive deficits are the major determinant of functional outcome in schizophrenia, identifying their neural basis is important for the development of new therapeutic interventions. Here we review the data suggesting that phasic synaptic inhibition mediated by specific subtypes of cortical γ-aminobutyric acid (GABA) neurons is essential for the production of synchronized network oscillations. We also discuss evidence indicating that GABA neurotransmission is altered in schizophrenia and propose mechanisms by which such alterations can decrease the strength of inhibitory connections in a cell-type-specific manner. We suggest that some alterations observed in the neocortex of schizophrenia subjects may be compensatory responses that partially restore inhibitory synaptic efficacy. The findings of altered neural synchrony and impaired cognitive function in schizophrenia suggest that such compensatory responses are insufficient and that interventions aimed at augmenting the efficacy of GABA neurotransmission might be of therapeutic value.
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Introduction

Synchronization of neuronal firing is thought to increase the efficacy of communication between cortical areas, to be involved in the neural mechanisms underlying working memory, and to mediate the storage and retrieval of information from long-term memory. Interestingly, the recall of sequences of items may require a neural code dependent on the combined function of gamma and theta oscillations within a cortical area (see review in this issue). Therefore, the alterations of neural synchrony revealed by electroencephalogram (EEG) studies of subjects with schizophrenia might contribute to the cognitive impairments characteristic of the illness. Synchronized neural activity can be irregular and not necessarily rhythmic; however, synchrony based on rhythmic neuronal activity is an energy-efficient mechanism that seems to predominate in the brain of many mammalian species. Consequently, knowledge of the physiological mechanisms that give rise to and regulate synchronized neural oscillations in cortical networks may be critical for the development and assessment of therapeutic interventions aimed at improving cognitive function in individuals with schizophrenia.

EEG rhythms originate from the synchronized activity of cortical pyramidal cells, which is reflected in changes of electrical potential in the extracellular space. Because more pyramidal neurons are synchronized, these changes become larger and when sufficiently large, they increase the amplitude of the EEG signal above noise. In cortical microcircuits, several physiological mechanisms may play a role in synchronizing the activity of large numbers of pyramidal cells. In particular, fast synaptic inhibition mediated by γ-aminobutyric acid (GABA) neurons appears to be efficient for generating network synchrony. Interestingly, convergent lines of evidence suggest that schizophrenia is associated with alterations of cortical GABA neurotransmission. Consequently, in this review, we focus on the role of GABA neurons in the generation of synchronized oscillations and on how their disturbances may contribute to impaired cortical synchrony in schizophrenia. Specifically, we review (1) the cellular mechanisms by which fast synaptic inhibition can produce neuronal synchronization, (2) the subtypes of GABA neuron that mediate inhibition in cortical circuits, (3) the differential involvement of specific interneuron subtypes in the mechanisms of synchronized oscillations, and (4) the potential ways in which cell type-specific alterations could disturb inhibitory synaptic strength and therefore neural synchrony in schizophrenia.

Cellular Mechanisms by Which Fast Synaptic Inhibition can Produce Neuronal Synchronization

GABA neuron-mediated fast synaptic inhibition occurs when an interneuron fires an action potential (or spike)
that propagates down its axon and triggers GABA release from presynaptic vesicles into the synaptic cleft. In the cleft, GABA rapidly diffuses and binds to postsynaptic GABA-A receptors, membrane proteins that form a chloride ion channel which opens rapidly upon GABA binding. GABA-A channel opening allows chloride ions to flow along their concentration gradient, which is typically into the cell. The chloride current caused by synaptic GABA release is called an inhibitory postsynaptic current (IPSC). Because chloride is negatively charged, IPSCs usually hyperpolarize the postsynaptic membrane potential; ie, they increase the negative charge inside the cell. IPSCs produce inhibitory postsynaptic potentials (IPSPs) which make the membrane potential more negative or hyperpolarized. Because the spike threshold potential is always positive (or depolarized) relative to the resting membrane potential, hyperpolarizing IPSPs inhibit cell firing (figure 1A).

IPSPs generated by a single GABA neuron may be sufficient to synchronize the firing of postsynaptic target cells. Shortly after the IPSPs terminate, the postsynaptic cells escape from the inhibitory effects and have a high probability of firing spikes. In other words, every time a GABA neuron fires, its postsynaptic cells are silenced for a brief time period that closely matches the IPSP duration and then they fire spikes in near synchrony (figure 1A). Synchronization by post-inhibition excitation may be more complex than a simple escape from inhibition because the hyperpolarizing IPSPs, in addition to directly inhibiting firing, may transiently change the intrinsic electrical properties of the postsynaptic neuron. Such changes may also increase the probability of firing post-inhibition through a process called rebound excitation. Whether post-inhibition excitation strictly involves rebound excitation depends on some properties of the postsynaptic cell membrane. For example, some neurons possess a special type of ion channel that is activated by hyperpolarization but that produces a depolarizing current. This hyperpolarization-activated current, called “h-current” or Ih, has a slow time course. Consequently, when activated by a hyperpolarizing IPSP, the Ih remains

Fig. 1. γ-aminobutyric acid (GABA) neurons are efficient at synchronizing neuronal activity in cortical networks. (A) Top, a local field potential (LFP) recorded with an extracellular electrode in the vicinity of the pyramidal neurons reflects the synchronization of pyramidal cell activity. Note the negative (downward) components of the LFP, roughly coincident with the periods of spike synchronization recorded simultaneously, as shown in the traces below. Bottom: superimposed traces of intracellular membrane potential recording, illustrating how the asynchronous firing of pyramidal neurons in response to continuous excitatory drive

becomes transiently synchronized by phasic synaptic inhibition. Stimulation of an inhibitory input at the times indicated by the black arrows produces hyperpolarizing inhibitory postsynaptic potentials (IPSPs) that transiently inhibit spike firing and produce nearly synchronous spikes shortly after the IPSPs end. Data in part (A): unpublished results from C. Gonzalez-Burgos. (B) Diagram indicating that the axon of an individual GABA neuron makes multiple synaptic contacts onto multiple postsynaptic pyramidal cells and also onto other GABA neurons. The proportion of postsynaptic target cells (3 pyramidal:1 GABA) reflected in the diagram matches their relative numbers in real circuits. However, certain interneuron subtypes display marked target selectivity. For instance, chandelier neurons make synapses onto pyramidal cells but not onto other GABA neurons. In contrast, calretinin-containing interneurons synapse frequently onto other GABA neurons but rarely onto pyramidal cells (see figures 2–3 and main text).
transiently active after the IPSP is finished, increasing the probability that the postsynaptic cell will fire post-inhibition. This mechanism is called rebound excitation. Indeed, the Ih has been involved in several theoretical and experimental models of network oscillations, where it is typically associated with post-IPSP rebound spiking. In this review, we use post-inhibition excitation to refer to the process of spiking following escape from inhibition, independent of whether or not it actively involves rebound excitation mechanisms.

The ability of a single GABA neuron to transiently block pyramidal cell firing may be explained by the fact that the axon of each interneuron makes multiple synapses onto individual postsynaptic cells (figure 1B). Therefore, the IPSP produced by a single GABA neuron represents the sum of the effects of GABA released at multiple synaptic contacts on the postsynaptic cell. In addition, cortical GABA neurons make divergent connections onto many postsynaptic pyramidal cells (figure 1B). These properties are important given that the number of pyramidal neurons is $\sim 3$ times larger than the number of GABA neurons. Therefore, in spite of their “numerical disadvantage,” the powerful and divergent inhibitory connections of individual GABA neurons enable them to be efficient inhibitors of neuronal activity in cortical networks and consequently to play a major role in the mechanisms underlying neural synchrony in the neocortex.

GABA-A receptor-mediated inhibition may indeed be sufficient to generate network oscillations. For example, in the face of complete pharmacological blockade of phasic excitatory output from pyramidal neurons, certain forms of electrical or chemical stimulation can produce highly synchronous rhythmic IPSPs across multiple pyramidal neurons suggesting that synchronized IPSP waves propagate throughout the cell network. If IPSPs produce post-inhibition excitation, then rhythmic IPSP waves would alternate with waves of excitation (figure 1A). Synchronization through this mechanism by the divergent connections from GABA neurons creates synchronized oscillations in the population of target cells, as found in computational network models with inhibition-based synchrony. Because a single GABA neuron can synchronize multiple postsynaptic cells (figure 1), synchronized inhibitory output from many GABA neurons could entrain the activity of large numbers of target cells in the network. In addition, synchronization of network activity by synaptic inhibition may be potentiated by the tendency for interneurons of the same type to act in concert, both by firing in synchrony and by furnishing convergent inputs onto the same target cells. Therefore, a key question is what mechanisms synchronize interneurons in the first place?

Computational simulations have demonstrated that interneurons can synchronize their activity efficiently through reciprocal inhibition, without involving pyramidal cells. Oscillations simulated in interneuron-only network models depend on the mechanism of post-inhibition excitation: GABA neurons fire synchronously as they escape from the inhibition generated by other GABA neurons. The synchronized rhythms observed experimentally in the absence of fast glutamate-mediated excitation may be mediated by mutual inhibition between GABA neurons, as shown in theoretical network models. Indeed, GABA-mediated chemical synaptic connections between GABA neurons are abundant in real cell networks, as demonstrated by morphological and electrophysiological studies in brain slices, indicating that cortical cell networks are properly wired for mutual inhibition.

As reviewed below, assessment of the electrical, biochemical, and morphological properties of GABA neurons reveals the existence of multiple subtypes. Importantly, mutual inhibition between GABA neurons is present in a cell subtype-specific manner. Cells of some subtypes are strongly interconnected via GABA synapses with other cells of the same subtype. Moreover, individual GABA neurons of certain subtypes are commonly self-innervating; i.e., their axons make synapses onto their own dendrites, forming connections called autapses. In contrast, other subtypes of GABA neurons seem to specifically avoid making GABA synapses with each other but make connections with GABA neurons of other subtypes. Interestingly, GABA neurons of the same subtype, including those that are not interconnected by GABA-mediated chemical synapses, are frequently interconnected by a different kind of synapse, the so-called electrical synapses. Electrical synapses are not mediated by GABA release but depend on the existence of direct connections (called gap junctions) between cell membranes. Gap junctions allow direct electrical communication between cells, such that changes in membrane potential produced in one cell rapidly propagate to its electrically-connected neighbors. Because such rapid propagation tends to synchronize changes in membrane potential across neurons, electrical synapses are important for network synchrony. Electrical synapses therefore create networks of GABA neurons of the same subtype with a tendency to synchronize with each other when responding to similar temporal patterns of synaptic input. Although they boost the amplitude of synchronized oscillations, electrical synapses are neither necessary nor sufficient to generate oscillations in interneuron-only networks. However, gap junctions are also found between pyramidal cells, and as described below, such electrical synapses may play a critical role in network synchronization.

Simulations in computer-generated network models have demonstrated an important property of synchronization by mutual inhibition: the IPSC duration can determine the dominant frequency at which the network oscillates. Specifically, the oscillation frequency
declines as the duration of the IPSCs interconnecting the GABA neurons increases.\textsuperscript{14,18,37} Strikingly similar findings are found experimentally, when the IPSC duration is prolonged via pharmacological manipulation.\textsuperscript{14,37,38}

Therefore, GABA-A receptor–mediated inhibition of different durations could be associated with production of synchronized oscillations of different frequencies, including the gamma (30–80 Hz), beta (15–30 Hz), and theta (4–8 Hz) frequency bands. The effect of IPSC and consequently IPSP duration on network oscillations may be understood in terms of post-inhibition excitation: longer IPSPs decrease the oscillation frequency by extending the time window during which target cells are silenced before they begin spiking synchronously (figure 1A). By default, during simulations in interneuron-only model networks, the effects of changing IPSC duration take place in the interneuron-to-interneuron GABA synapses.\textsuperscript{14,18,37–39}

The same effect is probably also true in the experimental studies of oscillations in which the pyramidal cell output was blocked and IPSC duration was manipulated pharmacologically.\textsuperscript{14,18,37,38}

These observations suggest that interneuron-to-interneuron connections may be critical for setting oscillation frequency, whereas interneuron-to-pyramidal cell synapses distribute the synchronized activity to the pyramidal cell population.\textsuperscript{36} However, as summarized below, excitatory inputs from pyramidal cells onto GABA neurons may also contribute to rhythm generation, suggesting a more complex scenario.

In computational models of interneuron networks, production of oscillatory synchrony by mutual inhibition depends on providing GABA neurons with a continuous excitatory drive. It is therefore important to consider the sources of excitatory drive for interneurons during oscillations in real networks. In cortical circuits, the main source of neuronal excitation is the release of glutamate which usually activates receptors of 2 types, called N-methyl-D-aspartate (NMDA) and non-NMDA, in the postsynaptic membrane. Both subtypes of glutamate receptors form ion channels that open quickly upon glutamate binding. Glutamate receptor channels produce mixed sodium/potassium currents and a net flux of positive charges into the cell that depolarizes the membrane potential, shifting it closer to the cells’ spiking threshold and thus having an excitatory effect. The ionic current caused by synaptic release of glutamate is called the excitatory postsynaptic current (EPSC), and the associated change in membrane potential is known as the excitatory postsynaptic potential (EPSP). NMDA and non-NMDA receptors differ in a number of biophysical properties which suggest that they have different functional roles.

One important difference is in the duration of the EPSC: the non-NMDA EPSC is significantly shorter in duration than the NMDA EPSC. This difference indicates that non-NMDA EPSCs are optimal for fast signaling and coincidence detection, whereas NMDA EPSCs are more suited for temporal summation. Fast excitatory signaling and coincidence detection are important for precise control of spike timing, which is critical for the physiological impact of synchronized oscillations. Non-NMDA receptors are composed of 2 subtypes called alpha-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid (AMPA) and kainate (KA) receptors that also differ in important biophysical and pharmacological properties. KA receptors contribute to the EPSC in unique synapse types. In contrast, in most glutamate synapses, the EPSC is mediated by the simultaneous activation of AMPA and NMDA receptors. However, in certain synapse types, either NMDA or AMPA receptors predominate. For example, during early brain development, many synapses onto pyramidal neurons have few or no AMPA receptors and NMDA receptors predominate.\textsuperscript{40,41} On the other hand, the proportion of AMPA compared with NMDA receptors (or the AMPA/NMDA ratio) is higher in distal vs proximal compartments of hippocampal CA1 pyramidal cell dendrites.\textsuperscript{42,43}

Interneurons in general receive robust excitatory input in the form of glutamate synapses, although certain subtypes of interneurons have a much higher excitatory synapse density.\textsuperscript{20} Furthermore, the type of glutamate receptors mediating EPSCs in interneurons may differ from those in pyramidal cells and also between different subtypes of GABA neurons. For instance, in some interneuron subtypes, NMDA receptors make a smaller contribution to the EPSC.\textsuperscript{44–48} In addition, in synapses onto interneurons, both AMPA and KA receptors may contribute significantly to the non-NMDA EPSC.\textsuperscript{49–51} In contrast, in pyramidal cells, postsynaptic KA receptor contribution to the non-NMDA EPSC is either absent or very small.\textsuperscript{49,52} Glutamate synapses onto interneurons are also stronger than those onto pyramidal cells. For example, glutamate synapses on interneurons have 4 times more AMPA receptor molecules per synapse\textsuperscript{53,54} and produce EPSCs with substantially larger amplitudes.\textsuperscript{55–60} Thus, background levels of excitatory network activity that do not produce significant pyramidal cell excitation may readily excite GABA neurons. If so, the arrival of stimuli-related signals to a given cortical area may readily recruit GABA neurons and initiate the mutual inhibition mechanisms that create synchronized rhythms in the network. Consequently, the induction and maintenance of synchronized network oscillations may depend not only on GABA-mediated inhibition but also on the recruitment of interneuron firing by glutamate excitation. Indeed, in several experimental models, induced network oscillations are abolished by blocking either GABA- or glutamate-mediated transmission.\textsuperscript{2,36}

Other sources of interneuron excitation may also contribute to recruiting GABA neurons during oscillations. First, activation of metabotropic glutamate receptors (mGluRs), which do not possess the glutamate-gated ion channels present in the ionotropic receptors (NMDA, AMPA, or KA receptors), turns on one or
more cascades of intracellular messengers that may indirectly depolarize the neuron’s membrane potential. GABA neuron depolarization by mGluR activation may synergize with ionotropic EPSCs or may lead to sufficient interneuron depolarization to produce network rhythms. Second, neuromodulators are important in controlling interneuron excitability. For example, cholinergic receptor activation is critical for the induction of cortical rhythms in various in vitro models of oscillations and for oscillations and response synchronization in vivo during behavioral tasks. Cholinergic receptor stimulation alters the membrane potential of pyramidal neurons during early development. Interneuron excitation is also significantly modulated by activation of dopamine receptors. Dopamine neuromodulation in neocortical circuits is critical for cognitive function and, interestingly, may play a significant role in regulating cortical network activity. A third potential source of GABA neuron depolarization may be the so-called tonic GABA currents. These currents, more prominent in interneurons than in pyramidal cells, are mediated by activation of high affinity, extrasynaptic GABA-A receptors by ambient GABA. Because in some interneuron subtypes, activation of GABA-A receptors produces depolarizing instead of hyperpolarizing chloride currents, tonic GABA-A currents may be depolarizing as well. Depolarizing tonic GABA currents in interneurons could cooperate with the glutamatergic excitatory drive, increasing cellular excitability as observed in pyramidal neurons during early development. It is important to note that interneuron depolarization by metabotropic receptor activation (mGluR, dopamine, or acetylcholine receptors) or by tonic GABA-A currents has a slow time course, somewhat comparable with the continuous depolarization provided to interneurons in computational modeling studies. As highlighted elsewhere, the larger the magnitude of this tonic depolarization, the more likely it is that oscillations in the cortical network are controlled mainly by mutual inhibition between interneurons. On the other hand, oscillations may depend critically on the phasic excitation provided by EPSPs generated by pyramidal cells in the local network, as we will address below.

Subtypes of GABA Neuron That Mediate Inhibition in Cortical Circuits

GABA neurons exhibit substantial diversity, with at least 16 different subtypes found in the hippocampus. These observations raise the question of whether all subtypes contribute equally to the mechanisms underlying cortical rhythms or whether specific interneuron subtypes are differentially involved in oscillations. This question is particularly important given the evidence from postmortem studies that schizophrenia is associated with alterations, predominantly or exclusively, in certain subtypes of GABA neurons. Due to their substantial phenotypic diversity, classification of cortical interneurons is a complicated task which requires the combined analysis of their electrical, molecular, and morphological properties. Electrophysiologically, GABA cell subtypes are distinguished by their intrinsic electrical properties which reflect the manner in which the membrane potential of individual neurons responds to the direct application of hyperpolarizing currents and sustained depolarizing stimuli that produce action potential firing. All GABA
neurons, independent of subtype, are distinguished from pyramidal cells by having a shorter duration of individual action potentials. In general, neuronal spikes are very brief, with a total duration of less than 3 msec. For various reasons, it is more precise to measure the duration of spikes at half amplitude rather than measuring their total duration. The spike duration at half amplitude is \( \sim 1.0 \) to 1.5 msec for pyramidal cells and \( \sim 0.3 \) to 0.7 msec for interneurons. However, spike duration alone is not sufficient to properly distinguish GABA cell subtypes. In contrast, subtypes of interneurons can be distinguished by the application of depolarizing stimuli above spike threshold for a few hundred milliseconds which results in the neuron firing multiple spikes in sequence. The temporal characteristics of such spike sequences, called firing patterns, differentiate GABA neuron subtypes. For example, so-called fast-spiking (FS) GABA neurons show a nearly constant time interval between spikes (figure 2). In contrast, in other GABA neurons, the interspike interval increases progressively, or adapts, throughout stimulus duration (figure 2); these cells comprise the non-FS or adapting cell subtype which can be broadly divided into 2 groups. Neurons in the first group display progressively longer inter-spike intervals and, for historical reasons, are commonly named regular-spiking non-pyramidal (RSNP) neurons. A second subtype of non-FS cells responds to the stimulus with an initial group of 3–5 spikes (or burst) fired with a short inter-spike interval, giving rise to their name of burst-spiking non-pyramidal (BSNP) neurons. The burst is typically followed by a progressive increase in inter-spike interval similar to that observed in RSNPs. For reasons related to the mechanisms of burst production, BSNPs are sometimes called low-threshold spiking (LTS) cells.

Mentionally, GABA neurons are distinguished from pyramidal cells by the expression of specific sets of gene products. By definition, GABA neurons express the GABA-synthesizing enzyme glutamic acid decarboxylase (GAD), of which 2 isoforms, GAD65 and GAD67, are named according to their molecular weights. In addition, GABA neurons express other proteins in a cell subtype-specific manner. For instance, GABA neurons typically contain only one of 3 types of calcium-binding proteins that are thought to regulate the intracellular calcium concentration in neurons, (parvalbumin [PV], calbindin [CB], and calretinin [CR]). In the primate cortex, \( \sim 50\% \) of GABA neurons are CR positive, \( \sim 25\% \) are PV positive, and \( \sim 25\% \) are CB positive. These proportions contrast to those found in rodents, where PV cells constitute about 50% of all GABA neurons, and some overlap between PV and CB expression or CB and CR expression is present. The functional consequences of these differences in the proportions of GABA cell subtypes in rodent and primate brain are not well understood. GABA neurons may also contain neuropeptides that are thought to act as intercellular signaling molecules, including somatostatin (SST), neuropeptide Y (NPY), cholecystokinin (CCK), and vasoactive intestinal peptide (VIP). Neuropeptide expression is somewhat less cell subtype specific than calcium-binding protein expression but still distinguishes cell subtypes. For instance, most interneurons expressing NPY also contain SST but not other peptides, and many interneurons with CCK also contain VIP. Interestingly, PV-containing GABA neurons do not express any of the known neuropeptides; in addition, most CCK-containing neurons do not express PV, CB, or CR (figure 2).

The morphological details of interneuron axons (but not dendrites) also provide essential information to distinguish GABA neuron subtypes (figure 2). The axons of some interneuron subtypes arborize locally or spread horizontally to target neurons in the same layer where their cell body is located. Other GABA neuron axons project vertically, reaching target cells above and/or below the layer of the parent cell. The majority of “horizontal/within layer” GABA cell subtypes target the perisomatic compartment of the postsynaptic pyramidal neuron. This group includes the basket cells, that innervate the soma and proximal dendrites, and the chandelier or axo-axonic neurons, which uniquely make synapses onto the initial segment of the pyramidal cell axon (figure 2). On the other hand, the “vertical/across layers” cell subtypes target dendritic membrane compartments that are more distal from the pyramidal cell soma. This group includes the double-bouquet cells, Martinotti cells, bitufted cells, and several types of cells with mainly ascending or descending axonal trunks. An important exception is the neurogliaform interneurons, with axons that distribute mostly locally within the cortical layer of the parent cell, but that predominantly target pyramidal cell dendrites, as opposed to the perisomatic compartment. Importantly, many GABA neuron subtypes innervate pyramidal cells and also synapse onto other GABA neurons possibly mediating mutual inhibition. Anatomically, most morphological subtypes of interneurons seem to be present in all cortical areas. The abundance of some morphological subtypes, however, seems to vary between layers within an area.

Differential Involvement of Specific Interneuron Subtypes in the Mechanisms of Synchronized Oscillations

The relationship between GABA neuron subtypes and in vivo network oscillations has been studied by determining if their firing is coupled to specific phases of the oscillation cycle. In a remarkable series of studies, hippocampal interneurons of different subtypes were recorded during in vivo synchronized oscillations at different frequency bands. These experiments revealed that PV cell firing is robustly coupled to in vivo gamma oscillations but that the firing of dendrite-targeting SST orients lacunosum-moleculare (OLM) cells does not display
gamma modulation. In contrast, both PV and SST neurons firing is coupled to the cycle of hippocampal theta oscillations in vivo. Interestingly, both gamma and theta oscillations can be induced in brain slices, with a cell type-specificity of spike time coupling similar to that found in vivo. Thus, both gamma and theta rhythms can be generated in local circuits isolated in vitro, by mechanisms resembling those operating in vivo. These findings, however, do not exclude the possibility that under certain conditions oscillations require long-distance interactions between neurons located in different brain regions and mediated by connections that are silent in brain slices. For example, thalamocortical interactions are thought to be critical for oscillations recorded from neocortex in vivo. In addition, classic models of hippocampal theta oscillations suggest that inputs from the medial septum-diagonal band of Broca are required for theta rhythms because septal neurons act as theta oscillation pacemakers. Several inadequacies of this classic model, however, have been noted elsewhere, including the fact that theta oscillatory activity of septal neurons requires hippocampal inputs. However, septal neurons isolated in vitro can generate theta rhythmic activity if they receive tonic depolarization through KA receptor activation.

The analysis of spike timing not only suggests a division of labor among interneuron subtypes vis-à-vis the gamma and theta oscillation mechanisms but also suggests that certain interneuron subtypes, for instance, the FS/PV interneurons, contribute to oscillations in more than one frequency band. Whereas PV neurons are thought to play a primary role in gamma oscillations, some studies show that the activity of other cell types may also be important for oscillations in the gamma band. For example, the firing of bistratified cells is strongly coupled to the cycle of hippocampal gamma oscillations in vivo. Bistratified cells are a subtype of GABA neuron that targets pyramidal cell dendrites but are different from the dendrite-targeting SST OLM cells. Interestingly, the coupling of bistratified neuron spikes to the gamma cycle is stronger than the coupling of spikes in perisomatic-targeting PV interneurons. Furthermore, during gamma oscillations in vitro, interneuron-selective interneurons (see figure 2), which are CR positive, show oscillatory firing that is as tightly coupled to the oscillation cycle as is the firing of perisomatic-targeting PV cells. On the other hand, the firing of PV and SST cells is coupled to the theta oscillation cycle with similar strength, suggesting that both cell populations contribute inhibition during theta oscillations.

However, the association of spike timing with oscillation cycle phase does not reveal the mechanistic links between the activity of specific interneuron types and the production of rhythms of different frequency. The only conclusive findings are for interneuron subtypes that remain silent or display firing that is not coupled with the oscillation cycle. In such cases, it can be concluded that a given interneuron subtype is not involved in generating that oscillation frequency. It is possible that interneuron firing during oscillations is involved in other mechanisms than the regulation of population oscillation frequency and coherence. For instance, inhibition potentially may be important for phase precession during theta oscillations (ie, the fine regulation of the spike timing of individual neurons relative to the population rhythm) and not in generating the oscillation. Phase coding may indeed operate also during oscillations in the gamma frequency band. Finally, important differences could exist between the interneuron populations present in the neocortex and the hippocampus and thus extrapolation of their role in hippocampal oscillations to the neocortex could be problematic.

As mentioned above, oscillation frequency might be determined by the IPSC duration; indeed synaptic coupling by short- or long-lasting IPSCs generates gamma or theta band synchrony, respectively. An interesting possibility is therefore that a given interneuron class is preferentially associated with high- or low-frequency oscillations, depending on the duration of the IPSCs elicited in postsynaptic neurons. Several mechanisms shape IPSC duration, including the presence of different subtypes of GABA-A receptors that produce currents of different duration when exposed to GABA for an identically brief time. GABA-A receptors are pentameric membrane proteins in which the GABA-gated chloride channel is formed typically with a 2α:2β:1γ subunit combination. The most abundant subunit combinations in the adult brain, α1β2γ2 and α2β3γ2, constitute, respectively, ~60% and ~20% of all GABA receptors, the remainder probably contain α3, α4, α5, or α6 (only found in cerebellum) subunits or a δ in place of γ. The α1-GABA-A receptor channels produce currents with a duration that is 6–7 times shorter than that associated with receptors containing other α subunits. Thus, differences in GABA-A receptor properties provide a molecular basis for the production of fast and slow IPSCs, if different GABA-A receptors predominate in mediating the response to GABA at certain synapses. Indeed, several studies of hippocampal synapses are consistent with α1 vs α2 subunit predominance. For example, in PV-negative synapses onto CA1 hippocampal pyramidal cells, α1 subunits are absent but α2 subunits are very abundant. In PV-positive synapses onto the soma, α1 subunits are numerous, whereas α2 subunits are present in very low levels. Electrophysiological studies of inhibitory synaptic transmission in hippocampal slices are consistent with such subunit localization. Interestingly, α2 subunits are predominant also at the PV-positive synapses made by chandelier neurons onto the pyramidal cell axon initial segment.

In neocortical circuits, the α1- and α2-GABA-A receptor localization has been studied only in the brain of very
young rats,110,111 which may not reflect the adult state, because early in development z1 subunit levels are low and other z subunits (especially z2) are more abundant.112–114 In developing rat cortex,111 FS basket cells elicit in pyramidal neurons fast IPSPs apparently mediated by z1 subunit–containing GABA-A receptors. On the other hand, non-FS basket cells (possibly CCK containing) elicit somewhat slower IPSPs through z2-GABA-A receptors, whereas dendrite-targeting bitufted and Martinotti cells elicit even slower IPSPs through z5 subunit–containing receptors.111 Mediation of IPSPs by z5-GABA-A receptors was somewhat surprising, given that z5 subunits are mostly localized outside of synapses. However, a proportion of z5 subunits may be localized synaptically,115 providing a basis for z5-GABA-A receptor-mediated IPSPs. Currently, the functional and pharmacological properties of most of the connections made by GABA neuron subclasses onto other cells in the network are not well understood.

Interneurons of each subclass have more than one type of postsynaptic target. For instance, FS/PV basket cells innervate not only pyramidal cells but also other FS cells and non-FS GABA neurons.26,27,30,116 Thus, understanding the mechanisms of oscillations requires knowledge of which connections in the neocortical circuit produce fast vs slow IPSCs. FS neurons are interconnected by fast IPSC,29,36,102 which is consistent with the involvement of FS cells in the mechanisms of gamma oscillations suggested by in vivo spike timing analysis and by theoretical interneuron-only networks with fast reciprocal IPSCs.2,36 In contrast, spike timing analysis suggests that LTS/SST cells play a unique role in theta oscillations: the firing of dendrite-targeting SST cells in the hippocampus is not coupled to the gamma oscillation cycle,69 and SST cells are silent during 200-Hz ripple oscillations86 (however, see Spampanato and Mody117). In contrast, SST cell firing is strongly coupled to the theta cycle.86 One possibility is that, by analogy with gamma oscillations generated in networks of cells interconnected by fast IPSCs, theta rhythms originate from slow reciprocal inhibition between LTS/SST cells. Indeed, in computational simulations, interneuron networks with such slow reciprocal IPSCs synchronize readily in the theta frequency band.39,103 However, GABA synapses between LTS neurons (including the SST cells) are very rare.26,30 Thus, production of theta rhythms by slow mutual inhibition between SST-containing neurons is unlikely in real cortical networks.

The functional role of a particular GABA neuron synaptic connection is determined by the IPSC duration in interaction with the electrical properties of the postsynaptic cell. Intrinsic electrical properties confer upon single neurons several features that may be important for network oscillations. Among these is the property called electrical resonance, which is studied by stimulating neurons with oscillatory sinusoidal currents instead of the constant currents typically employed to characterize the neurons’ firing patterns (figure 2). If cells with significant electrical resonance are stimulated with sinusoidal currents of different frequency, the membrane potential response is enhanced for a particular frequency band called the preferred input frequency. Oscillatory inputs within this frequency band will be more efficient than other frequencies in generating spikes. During network oscillations, individual cells display rhythmic waves of inhibitory and excitatory synaptic currents14,92,93 and near-sinusoidal waves of change in membrane potential.92,118,119 If such waves of synaptic current are within the preferred frequency band of cells with electrical resonance, then such neurons may generate stronger outputs and thus contribute more strongly to rhythmic network activity. Interestingly, pyramidal cells and dendrite-targeting OLM cells show electrical resonance in the theta frequency band120–122 and FS neurons have preferred input frequency in the gamma band.122

Can circuit models explain the involvement of both PV and SST neurons in theta activity suggested by in vivo studies?86 LTS/SST Martinotti cells synapse onto pyramidal cell dendrites,85 and also onto interneurons,85 most likely of the FS/PV class, because LTS-to-FS GABA synapses are abundant.26,30 Thus, inhibition from LTS/SST cells may modulate FS/PV activity such that these cell populations fire during opposite phases of the theta oscillation cycle.86 The low probability of pyramidal cell firing at the theta phase when FS/PV cells are more likely to fire77,86,94 is consistent with a scenario in which pyramidal cell firing is inhibited by FS/PV cells that are rhythmically inhibited by LTS/SST cells. The latter may in addition modulate pyramidal cell firing through dendritic spikes generated by h-current–dependent rebound excitation, a modulation that in certain conditions could lead to nested theta-gamma oscillations. Indeed, as summarized elsewhere in this issue,6 theta and gamma oscillations very commonly occur simultaneously. When the rhythms of different frequencies occur simultaneously, interneurons of a given subtype, such as the FS/PV cells, may contribute mostly to set one particular frequency component of the rhythm. The simultaneous theta-gamma oscillations, however, do not seem to be independent, given that typically the amplitude of the gamma oscillation displays theta modulation.6

In interneuron-only networks, fast IPSCs at synapses between FS/PV cells are necessary,2,36 but not sufficient, to generate gamma oscillations because FS neurons must be provided with some excitatory drive. As summarized above, there are several potential mechanisms and sources of excitatory drive for interneurons. Several observations suggest that fast excitatory input from pyramidal cells may be involved in gamma synchronization: (1) the spike timing during gamma oscillations suggests monosynaptic recruitment of FS/PV cells by nearby pyramidal neurons100,1 (2) synaptic currents observed during
gamma oscillations suggest that FS neurons receive phasic excitatory input from nearby pyramidal cells; (3) genetically-engineered knock down of synaptic AMPA receptors in FS/PV cells impairs gamma oscillations; and (4) the hippocampal CA1 network, in which pyramidal cells have few local axon collaterals and contact interneurons only in stratum oriens, is relatively unable to generate gamma rhythms intrinsically, and CA3 pyramidal cell input onto FS/PV GABA neurons in CA1 is probably required for production of CA1 gamma oscillations. Pyramidal cells providing excitation onto FS/PV neurons during the gamma cycle may in turn be rhythmically inhibited by FS/PV cells. As suggested elsewhere, the extra delays imposed by involving synaptic excitation might mean that beta and low-frequency band gamma oscillations depend on pyramidal-interneuron feedback loops, whereas gamma oscillations in a higher frequency band are more dependent on interactions within interneuron networks. In any case, to be consistent with the gamma cycle period, in FS/ PV cell-pyramidal neuron feedback loops, not only inhibition but also excitation must be fast because of the extra delays associated with synaptic excitation. We and others have found that in FS cells, EPSCs/EPSPs indeed have very fast time course. Interestingly, a genetically engineered reduction in the number of AMPA receptors selectively at excitatory synapses onto FS/PV interneurons, leaving the number of NMDA receptors unaltered, indeed reduced the amplitude of fast, AMPA-mediated EPSCs elicited in FS neurons by nearby pyramidal cells. AMPA-mediated EPSCs in PV cells and produced a significant reduction in the amplitude of gamma oscillations.

Deficits in glutamate receptor-mediated excitation of interneurons may contribute to disturbed interneuron-dependent network synchrony in schizophrenia, given the reported deficits in AMPA, NMDA, and KA receptor-mediated signaling in the illness. As mentioned above, KA receptors make a larger contribution to the non-NMDA EPSC in interneurons than in pyramidal cells. Whereas AMPA receptors appear to be universally present in mature glutamate synapses, the levels of NMDA receptors vary depending on the type of input and/or the type of interneuron. Whether NMDA receptors contribute significantly to inputs onto interneurons is important in the context of current models suggesting that schizophrenia is associated with NMDA receptor hypofunction. For instance, if in normal cortical circuits inputs onto a given neuronal type have a small contribution from NMDA receptors, such inputs are less likely to be directly affected by NMDA hypofunction. As previously discussed, NMDA hypofunction could occur in inputs onto pyramidal cells, onto GABA neurons (particularly of the FS/PV population), or in both. Interestingly, electron microscopy studies reported that NMDA receptors are absent, or are found in very small numbers, in many glutamate synapses onto hippocampal PV neurons. Similarly, physiological experiments found a small NMDA contribution in EPSCs onto FS/PV neurons in rat hippocampus and in the neocortex of mice, rats, and monkeys. In particular, unitary EPSCs elicited in FS neurons by nearby pyramidal cells have a much smaller contribution from NMDA receptors (~25% of the total charge) than unitary EPSCs elicited in LTS GABA neurons (~80% of the total EPSC charge). Because AMPA EPSCs decay significantly faster than NMDA EPSCs, a low NMDA contribution suggests that excitation of FS/PV neurons is primarily an AMPA-mediated fast signaling process. EPSCs with fast decay are important for the production of synchronized oscillations in network models that involve feedback interactions between interneurons and pyramidal cells. These data are thus consistent with the hypothesis that FS neurons participate in gamma oscillations dependent on excitatory-inhibitory feedback loops.

These findings also raise questions about the mechanisms by which NMDA receptor antagonists affect the phenotype of PV GABA neurons. Blockade of NMDA receptors indeed must significantly alter network activity because the long-lasting NMDA EPSCs are critical for recurrent excitation between pyramidal cells. NMDA-driven recurrent excitation between pyramidal cells may underlie sustained neuronal firing, a potential neural substrate for the maintenance of items of information in working memory buffers. Recurrent excitation, however, requires tight inhibitory control to prevent runaway excitation. Interestingly, in vivo recordings indeed show that excitation is tightly balanced with inhibition. Such feedback inhibitory control may be provided by FS/PV neurons which, by targeting the perisomatic membrane compartment of pyramidal cells (figure 2), exert powerful inhibition of spike initiation. If NMDA antagonists depress recurrent excitation between pyramidal cells, they may indirectly reduce the activity of the GABA neurons providing feedback inhibition. GABA neuron hypoactivity likely produces changes in neuronal phenotype, such as a decrease in GAD67 levels, because GAD67 expression is activity dependent (see Lewis and Gonzalez-Burgos). Such possibility is supported by data showing that reduced levels of network activity in vivo produce a concomitant reduction of GAD67 and PV expression, as well as a decrease in the IPSC strength, at least in developing somatosensory cortex. A critical issue is therefore the relative contribution of NMDA receptors to recurrent excitation between pyramidal cells vs recruitment of feedback inhibition. As mentioned above, several lines of evidence suggest that NMDA contribution to EPSCs is smaller in FS/PV neurons than in other GABA neuron subtypes. However, a detailed comparison of NMDA contribution to inputs onto different neuron subtypes has not been performed. It is possible that heterogeneity is present, with some types of input onto FS/PV cells showing small
or no NMDA contribution and other inputs showing a significant contribution, but still smaller than that found in non-FS interneuron subtypes or in pyramidal cells.\textsuperscript{133} Interestingly, the NMDA contribution to inputs onto FS/PV neurons may vary with developmental stage\textsuperscript{47} and with brain region.\textsuperscript{146}

Are gamma oscillations in real neuronal networks in vivo produced by mechanisms similar to those in interneuron-only networks (hence named “interneuron gamma” or ING)? Or by mechanisms that actively involve interneuron-pyramidal cell interactions (so-called “pyramidal interneuron gamma” or PING)? A crucial issue is the role of the recurrent inhibitory connections mediating mutual inhibition between interneurons. In ING, these connections generate a rhythm even if the interneuron depolarizing drive is constant and not rhythmic. However, if pyramidal cells that are synchronized by interneurons provide the interneuron depolarization, such excitatory drive will be rhythmic and heterogeneous, instead of constant. Heterogeneity in the excitatory drive onto interneurons could make network oscillations unstable.\textsuperscript{30} Interestingly, the recent finding that reciprocal inhibition between real FS/PV neurons occurs via shunting mechanisms,\textsuperscript{74} stimulated novel computational modeling work that, as reviewed elsewhere,\textsuperscript{2,36} suggests that shunting inhibition provides robustness against heterogeneity in the excitatory input. However, whether shunting inhibition indeed operates during oscillations in real networks awaits direct experimental demonstration.

In PING, the excitatory-inhibitory circuit created by reciprocal interneuron-pyramidal cell connections is an oscillator, in the absence of mutual inhibition between interneurons.\textsuperscript{135} As suggested elsewhere,\textsuperscript{2} PING-like mechanisms somehow may be involved in lower frequency band gamma oscillations, whereas high-frequency gamma band may depend more on ING-like mechanisms. The factors that could underlie such potential “switch” of mechanisms underlying gamma oscillations are not clear. In PING models, the presence of pyramidal cells reciprocally connected with the interneurons makes oscillation frequency far more stable and less sensitive to the IPSC time course,\textsuperscript{58} which in ING strongly determines oscillation frequency. More realistic PING models, however, would have to include interneuron-to-interneuron connections, given that such connectivity is very robust in actual cortical circuits. An additional feature of many PING-like models is that the synaptic weight simulating pyramidal-to-pyramidal excitatory connections is either very weak or absent.\textsuperscript{133} Whereas this is compatible with connectivity in the CA1 hippocampus, it does not match the architecture of the CA3 and neocortical circuits in which pyramidal cell axon collaterals are very dense and establish frequent connections with nearby pyramidal cells. One additional means for propagation of excitatory activity during oscillations are axo-axonal electrical synapses between pyramidal neurons.\textsuperscript{147,148} These connections may be an important source of synchronization and of synchronized phasic excitatory input onto interneurons during persistent gamma rhythms.\textsuperscript{149}

**Potential Ways in Which Cell Type–Specific Alterations of GABA Neurons could Disturb Inhibitory Synaptic Strength in Schizophrenia**

Multiple studies have consistently found that, in subjects with schizophrenia, the levels of the mRNA for GAD67 are reduced in the dorsolateral prefrontal cortex (DLPFC),\textsuperscript{150} a neocortical region that is important for cognitive function. This deficit appears to be accompanied by a decrease in the cognate protein.\textsuperscript{151} In contrast, the levels of GAD65 mRNA and protein are not changed in schizophrenia, nor is the density of GAD65-immunoreactive axon terminals.\textsuperscript{152}

At the cellular level, the density of neurons with detectable levels of GAD67 mRNA is significantly decreased in DLPFC of subjects with schizophrenia.\textsuperscript{153,154} However, in neurons with detectable levels of GAD67 mRNA, the expression level per neuron does not differ from control subjects.\textsuperscript{154} These observations indicate that in subjects with schizophrenia, most GABA neurons express normal levels of GAD67 mRNA, but about 25%–35% of GABA neurons do not express this transcript at a detectable level.\textsuperscript{153,154}

Schizophrenia is also associated with changes in the levels of mRNA for the calcium-binding protein PV.\textsuperscript{155} The expression of PV mRNA per neuron is significantly decreased, but neither the density of neurons with detectable levels of PV mRNA nor the density of PV-immunoreactive neurons\textsuperscript{156,157} appears to be changed in subjects with schizophrenia. Interestingly, dual label in situ hybridization studies showed that \( \sim 50\% \) of PV mRNA+ neurons lacked detectable levels of GAD67 mRNA in the DLPFC of subjects with schizophrenia.\textsuperscript{155} These findings indicate that in schizophrenia PV neuron density is normal but that some of these cells have reduced, but detectable, levels of PV mRNA and markedly reduced GAD67 mRNA expression. PV neurons include the chandelier subtype whose axons form linear arrays of terminals (termed cartridges) that synapse exclusively on the axon initial segments of pyramidal neurons.

Most of the differences described above appear to be specific to the disease process of schizophrenia because they are not found in subjects with psychotic major depressive disorder or in monkeys exposed chronically to antipsychotic medications in a fashion that mimics the clinical treatment of schizophrenia.\textsuperscript{154,155,158–160}

Several lines of evidence suggest that the deficit in GAD67 mRNA expression may represent a primary factor in GABA neuron dysfunction in schizophrenia. For example, abnormal histone protein methylation has been reported to alter the regulation of gene transcription at the promoter region of \( GADI \), the gene encoding
GAD67, leading to decreased levels of GAD67 mRNA. In addition, some studies suggest that allelic variants in GAD1 are associated with both an increased risk for schizophrenia and lower levels of GAD67 mRNA. Because reduced levels of GAD67 mRNA in schizophrenia have been reported to be associated with lower levels of GAD67 protein and lower GAD enzymatic activity, it is likely that GABA synthesis is impaired in certain subtypes of cortical GABA neurons in schizophrenia, resulting in decreased cytosolic GABA concentration in synaptic boutons. As a consequence, synaptic vesicle filling may be deficient, resulting in lower intravesicular GABA concentrations. Even if the mechanisms that couple interneuron firing with vesicular GABA release remain intact, lower vesicular GABA concentration would decrease the peak level of the GABA concentration transient in the synaptic cleft. The resulting IPSC would have smaller amplitude and as a consequence shorter duration because it takes less time for a smaller IPSC to decay to baseline.

In the face of such causes (less GAD67 mRNA and protein) and consequences (less GABA synthesis, lower vesicular GABA concentration, and smaller IPSCs), a synapse has several potential mechanisms to compensate and restore synaptic function. On the presynaptic side, a potential substrate for adaptive changes is the plasma membrane GABA transporter GAT1. Under normal conditions, GAT1 prevents spillover of GABA between adjacent synapses and thus contributes to synapse independence and the spatiotemporal specificity of GABA transmission. However, under conditions of a pathological decrease in the peak concentration of synaptic cleft GABA, spillover is probably unlikely. Moreover, if a homeostatic mechanism couples extracellular GABA levels with the amount of GAT1 in the plasma membrane, then reduced extracellular GABA due to decreased GABA release may lead to reduced GAT1 in the plasma membrane of synaptic terminals. Interestingly, reducing GAT1-mediated GABA uptake prolongs the IPSC and IPSP duration, potentially compensating for the shorter inhibitory effect of a smaller IPSC. In normal GABA release conditions, reducing GAT1-mediated uptake does not increase the peak amplitude of the IPSC.

A compensatory increase in IPSC amplitude under conditions of reduced synaptic cleft GABA concentrations may also be achieved by increasing the number of postsynaptic GABA-A receptors. Such a compensation mechanism would likely require that synaptic cleft GABA levels and/or GABA-A receptor activation somehow regulate the insertion or removal of GABA-A receptors from the postsynaptic membrane.

The well-described association between decreased levels of GAD67 and PV mRNAs in schizophrenia also raises the question of whether the decline in PV expression represents a compensatory mechanism. PV is a slow but efficient Ca\(^{2+}\) buffer that accelerates the decay of Ca\(^{2+}\) transients, decreasing the residual Ca\(^{2+}\) levels that accumulate in nerve terminals and facilitate GABA release during repetitive firing. Reduced PV levels increase the facilitation of GABA release during repetitive synaptic activity, as observed in synapses from PV-deficient mice. In cerebellar neurons, PV deficiency reduces an asynchronous component of GABA

![Fig. 3. Alteration of markers of γ-aminobutyric acid (GABA) neurotransmission in the neocortex of subjects with schizophrenia. Highlighted in blue are the basket (B) and chandelier (C) neurons that contain the calcium-binding protein parvalbumin (PV), which synapse onto the soma and axon initial segment of pyramidal cells, respectively. In schizophrenia, PV-containing neurons have decreased levels of the mRNAs for PV, for the 67 kDa form of glutamic acid decarboxylase (GAD67) and for the GABA transporter 1 (GAT1). In addition, at synapses made by chandelier neurons, presynaptically there is a decrease in the concentration of GAT1 protein and postsynaptically an increase in the levels of the α2 subunits of GABA-A receptors. Schizophrenia is also associated with alterations in dendrite-targeting Martinotti neurons (M), indicated in red, in which mRNA levels are reduced for GAD67, somatostatin (SST), and neuropeptide Y (NPY). In contrast to the alterations in PV- and SST-containing neurons, GABA neurons that contain the calcium-binding protein calretinin (CR, in green), which mostly target other GABA neurons (G, in grey), do not seem to be altered in the cortex of subjects with schizophrenia. For additional details, see text.](image-url)
release produced when PV liberates part of the Ca\(^{2+}\) bound during stimulation.\(^{165}\) However, in synapses made by hippocampal\(^{168}\) and neocortical\(^{125}\) FS/PV neurons, asynchronous GABA release is absent, and thus such an effect of PV deficiency cannot occur. Therefore, the main effect of PV reduction in neocortical and hippocampal synapses appears to be the facilitation of GABA release when FS neurons fire repetitively. Interestingly, in PV deficient mice, such increase in repetitive release is associated with a very large increase in the power of hippocampal gamma oscillations.\(^{167}\)

Studies conducted to date suggest that many of these compensatory mechanisms may occur at the synapses formed by the PV-containing chandelier neurons (figure 2) in subjects with schizophrenia (figure 3). For example, GAT1 immunoreactivity is significantly reduced in the distinctive axon terminals (cartridges) of chandelier neurons,\(^{169}\) whereas in the postsynaptic axon initial segments of pyramidal neurons immunoreactivity for the GABA-A \(\alpha 2\) subunit is markedly increased.\(^{159}\) Thus, the combined presynaptic reductions of PV and GAT1 and the upregulation of postsynaptic GABA-A receptor proteins may be compensatory changes triggered by reduced GAD67 activity and lower amounts of GABA released at chandelier cell synapses. Acting synergistically, these changes may help to increase the efficacy of GABA neurotransmission at pyramidal neuron axon initial segments. However, given the persistence of cognitive impairments in individuals with schizophrenia, these compensatory changes appear to be insufficient, and pharmacological augmentation of these responses might be of therapeutic value.\(^{170}\)

The compensatory changes at chandelier cell synapses might be insufficient to produce normal patterns of network activity because additional interneuron subtypes are also functionally deficient in schizophrenia. For example, pre- and postsynaptic changes similar to those occurring at chandelier synapses might also occur in the perisomatic inputs from PV-expressing basket neurons. Indeed, the density of PV-immunoreactive puncta, possibly the axon terminals of PV-basket neurons,\(^{171}\) is reduced in the middle, but not the superficial, layers of the DLPFC of subjects with schizophrenia.\(^{172}\) These changes parallel the laminar pattern of decreased expression of PV mRNA in schizophrenia.\(^{173}\) Furthermore, an increase in GABA-A receptor density, as determined with ligand binding,\(^{174}\) was reported to be most prominent at pyramidal neuron cell bodies.\(^{174}\) If GABA-A receptor upregulation results from decreased GABA release, then these findings would suggest that GABA synthesis is decreased in both PV chandelier and PV basket cells. As noted above, PV basket cells produce IPSPs via \(\alpha 1\)-containing GABA-A receptors. Moreover, unlike PV chandelier cells that synapse exclusively onto pyramidal neurons, PV basket cells also synapse onto other PV neurons, a connection that is critical for oscillatory network synchrony by mutual inhibition. Because GAD67 deficits probably have an impact at all synapses made by a PV neuron, then a compensatory GABA-A receptor upregulation at PV basket cell synapses would require increased postsynaptic \(\alpha 1\)-containing GABA-A receptors in both pyramidal cells and PV neurons.

However, we recently found that the cortical levels of the \(\alpha 1\) subunit mRNA are decreased in the cortex of schizophrenia subjects,\(^{175}\) suggesting that the mechanisms of GABA-A receptor regulation at PV chandelier and PV basket cell synapses may differ in schizophrenia. Although both types of PV neurons share a number of physiological properties,\(^{125,162,175–178}\) a recent study suggested a fundamental functional difference. Specifically, activation of GABA-A receptors at the chandelier cell synapses was reported to produce chloride ion flow from inside neurons to the extracellular space.\(^{179}\) This unusual direction of chloride flow through GABA-A receptor channels is due to a chloride concentration gradient at the axon initial segment that is reversed compared to the cell body and proximal dendrites where FS basket cells synapse and produce hyperpolarizing IPSPs. As a consequence, chandelier cells could produce depolarizing/excitatory, instead of hyperpolarizing/inhibitory, synaptic potentials.\(^{179}\) The functional consequences of such surprising and interesting differences at the level of synchronized network oscillations remain to be determined.

Interestingly, at another type of synapse made by PV neurons, the synaptic potentials mediated by GABA-A receptors also differ from the classic hyperpolarizing IPSP. Specifically, the fast IPSPs reciprocally connecting FS/PV cells\(^{102}\) have a slight depolarizing but still inhibitory physiological effect called shunting.\(^{36,74}\) Computational modeling work suggests that the shunting effect of IPSPs at PV-to-PV connections is indeed critical for the role of such connections in the mechanisms of gamma oscillations.\(^{2,36,74}\) Whether or not shunting inhibition is important for oscillations in actual cortical networks awaits experimental demonstration; however these findings suggest diversity in the chloride concentration gradients in the compartments of different synapses made by PV neurons and that regulation of chloride ion distribution is a critical factor for normal GABA-A-mediated signaling in cortical cell networks. The mechanisms regulating chloride ion gradients are therefore an important potential substrate for alterations of GABA transmission in schizophrenia. Specifically, the intracellular chloride concentration depends on the relative concentrations, in the adjacent plasma membrane, of the potassium/chloride cotransporter KCC2 that mediates chloride extrusion and the sodium/potassium/chloride transporter NKCC1 that mediates chloride uptake. At the axon initial segment of layer 3 pyramidal cells, where PV-positive chandelier cells make connections, the depolarizing effect of GABA is due both to the absence of KCC2\(^{179}\) and the presence of NKCC1.\(^{180}\)
Conclusions

GABA neuron-mediated inhibition is crucial for the mechanisms underlying synchronization of neuronal activity in cortical microcircuits. Particularly important are the FS/PV subtypes of GABA neurons, which make synapses onto the perisomatic compartment of the pyramidal cell membrane. This location of the synaptic contacts endows FS/PV cells with a strong inhibitory effect because action potentials are typically initiated within this membrane compartment. It is likely that synchronization of pyramidal cell activity critically depends on such a strong inhibitory effect. Indeed, FS/PV neurons appear to participate in theta, gamma, and high ripple frequency oscillations.

If synchronized oscillations critically depend on the efficacy of FS/PV-mediated signaling, then decreased inhibitory strength at FS/PV cell synapses due to reduced GABA synthesis is likely to contribute to the alterations of neural synchrony in schizophrenia. Specifically, if both the mutual inhibition between FS/PV neurons and the FS/PV inhibitory inputs onto pyramidal cells are altered, then both the mechanisms potentially setting oscillation frequency and distributing the synchronized activity to the pyramidal cell population may be impaired. Weaker FS/PV cell synapses in schizophrenia may decrease the efficacy of pyramidal cell synchronization by decreasing the synchrony of post-IPSP neuronal spikes and also by decreasing the number of pyramidal cells synchronized by individual GABA neurons (figure 1). Both effects would lead to decreased power of the population oscillation, as measured with EEG methods.

In addition to generating synchrony in local circuits, GABA neurons may play a role in the synchronization of rhythms across brain regions. For example, they could be targets of long-distance projections between different cortical areas or may be the targets of a common input that provides a synchronization signal across cortical regions. Thus, alterations in GABA neurotransmission might also contribute to the reported deficits in synchronization of oscillation phase, or phase locking, in schizophrenia. Interestingly, recent data indicate that the GABA-related alterations found originally in schizophrenia studies of the DLPFC circuits are actually conserved across multiple cortical areas.

It is important to note that although we have focused in this review on the alterations in FS/PV neurons, schizophrenia may be associated with alterations in other populations of GABA neurons as well. For example, significant alterations are found in the illness in transcripts that are expressed by other subtypes of GABA neurons, such as SST and NPY (figure 3), and which are commonly present in dendrite-targeting Martinotti cells. In contrast, other subpopulations, like the interneuron-targeting CR-containing neurons seem to be unaffected in schizophrenia (figure 3).

Because basic research studies continue to provide insight into the role of GABA neuron-mediated inhibition in cortical network oscillations, an important challenge for future studies is to clearly identify whether GABA transmission-related changes in schizophrenia represent a cause, consequence, compensation, or confound in the disease process. Therapeutic interventions aimed at diminishing consequences or boosting compensations at PV and SST cell synapses might provide a powerful way to improve oscillatory activity that depends on such synaptic inputs and therefore ameliorate the cognitive deficits of the illness.
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