Evaluation of a Bayesian Coalescent Method of Species Delimitation
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Abstract.—A Bayesian coalescent-based method has recently been proposed to delimit species using multilocus genetic sequence data. Posterior probabilities of different species delimitation models are calculated using reversible-jump Markov chain Monte Carlo algorithms. The method accounts for species phylogenies and coalescent events in both extant and extinct species and accommodates lineage sorting and uncertainties in the gene trees. Although the method is theoretically appealing, its utility in practical data analysis is yet to be rigorously examined. In particular, the analysis may be sensitive to priors on ancestral population sizes and on species divergence times and to gene flow between species. Here we conduct a computer simulation to evaluate the statistical performance of the method, such as the false negatives (the error of lumping multiple species into one) and false positives (the error of splitting one species into several). We found that the correct species model was inferred with high posterior probability with only one or two loci when 5 or 10 sequences were sampled from each population, or with 50 loci when only one sequence was sampled. We also simulated data allowing migration under a two-species model, a mainland-island model and a stepping-stone model to assess the impact of gene flow (hybridization or introgression). The behavior of the method was diametrically different depending on the migration rate. Low rates at < 0.1 migrants per generation had virtually no effect, so that the method, while assuming no hybridization between species, identified distinct species despite small amounts of gene flow. This behavior appears to be consistent with biologists’ practice. In contrast, higher migration rates at ≥ 10 migrants per generation caused the method to infer one species. At intermediate levels of migration, the method is indecisive. Our results suggest that Bayesian analysis under the multilocus coalescent model may provide important insights into population divergence, and may be useful for generating hypotheses of species delimitation, to be assessed with independent information from anatomical, behavioral, and ecological data. [Species delimitation; coalescent; Bayesian inference; simulation; stepping-stone model; Lindley’s paradox.]

Species have traditionally been identified based on morphological and behavioral traits, such as plumage, mating behavior, reproductive incompatibility, etc. The practice has much subjectivity and can vary widely among taxonomists working on different species. For example, Issac et al. (2004) observed that ant taxonomists tend to be “splitters,” while butterfly taxonomists are “lumpers,” so that species counts in those two groups are not comparable. Genetic sequence data can provide valuable information about processes related to speciation and species delimitation, such as gene flow (Hey 2010). Much recent interest has focused on the use of genetic sequence data to infer the species tree despite considerable gene tree conflicts, caused for example by ancestral polymorphism and lineage sorting. A number of programs have been developed for this purpose, including BUCKY (Ane et al. 2007), BEST (Liu 2008; Liu et al. 2009), STEM (Kubatko et al. 2009), and *BEAST (Heled and Drummond 2010). They assume that individuals are already correctly assigned to species although the species phylogeny is yet to be estimated. Genetic data have also been used to delimit species. Compared with traditional morphological characters, genetic data have a clear advantage in delimiting cryptic species, which may be indistinguishable morphologically. Nevertheless, analyzing genetic data in their proper population genetic and genealogical framework is a challenging task. Some studies use arbitrary cut-offs on certain indicators of species status such as the amount of sequence divergence and the migration rate. For example, the “10× rule” requires the between-species divergence to be at least 10 times as large as the within-species polymorphism (Hebert et al. 2004). Another common strategy is to reconstruct gene trees at individual loci and then use the inferred gene trees for further analysis without accommodating errors in phylogeny reconstruction. Such errors may be substantial due to the high sequence similarity and low information content of the data and may have a large impact on inference concerning ancestral processes (Yang 2002). For example, delimitation of species using the genealogical species concept (Baum and Shaw 1995) has often relied on the gene trees at all loci (or the consensus of the gene trees at all loci) showing reciprocal monophyly. In addition to ignoring phylogenetic errors, the requirement for reciprocal monophyly is unnecessarily stringent because the expected time to achieve reciprocal monophyly at a neutral locus is very long (Neigel and Avise 1986; Hickerson et al. 2006) and because conflicting gene trees can be generated by the stochastic fluctuation of the coalescent process in the ancestral species (Hudson and Coyne 2002; Rannala and Yang 2003). Inferred gene trees are also used by Knowles and Carstens (2007; see also O’Meara 2010) as observed data to construct a likelihood ratio test (LRT) to compare the one-species
and two-species models. This method accommodates species tree–gene tree conflicts due to ancestral polymorphism and lineage sorting but ignores phylogenetic errors in gene tree reconstruction. Also, the authors’ use of the \( \chi^2 \) with one degree of freedom for the LRT appears to be incorrect.

A Bayesian method for species delimitation using multilocus genetic sequence data has recently been developed by Yang and Rannala (2010). This uses Bayesian model selection to calculate posterior probabilities of different species delimitation models. For example, the one-species model assumes that the gene trees among loci are generated by the standard coalescent with one single population size parameter \( \theta \) (Kingman 1982a,1982b; Hudson 1983; Tajima 1983). In contrast, a two-species model may involve three population size parameters (two \( \theta \)s for the two extant species and a \( \theta \) for the common ancestor) and a parameter for the divergence time of the two species (\( \tau \)), with the multispecies coalescent model specifying the distribution of gene trees at different loci (Takahata et al. 1995; Yang 2002; Rannala and Yang 2003). Calculation of the Bayesian posterior probabilities for the two models allows one to assess whether the sequence data are compatible with the one-species model, or the two-species model has to be invoked to explain the data. The method makes use of concordance of gene trees across multiple loci as evidence for existence of multiple species but does not rely on reciprocal monophyly. It accounts for the species phylogeny, random fluctuations in the coalescent process, and uncertainties in the gene tree topology and branch lengths. The method has been used to delimit new species of African forest geckos by Leache and Fujita (2010; see Bauer et al. 2011; Fujita and Leache 2011 for discussions).

In this paper, we conduct a computer simulation to examine the statistical properties of the method. Sequence data at multiple loci are simulated assuming either the one-species model or the two-species model and are analyzed using the reversible-jump Markov chain Monte Carlo (rjMCMC) algorithms implemented in the program BPP (Yang and Rannala 2010) to calculate the posterior model probabilities. This part of the simulation extends the small-scale simulation of Yang and Rannala (2010) to include more parameter settings and to use more realistic priors on parameters. We are interested in two kinds of errors: the false positives (or the error of splitting the same species into two) and the false negatives (or the error of lumping two species into one). We also simulate data under several models involving migration (hybridization) to assess the impact of migration on the Bayesian inference. Whereas the current implementation of Yang and Rannala (2010) assumes no gene flow, it is interesting to know how much gene flow is sufficient to cause the Bayesian method to infer one species. A real data set of butterfly nuclear loci is analyzed to evaluate the impact of priors and to understand the similarities and differences between the rjMCMC algorithms and the \( \tau \)-threshold method suggested by Yang and Rannala (2010).
and migration may be possible between them. During the second epoch (from $\tau_{12}$ to $\tau_{123}$), there exist two populations: 12 and 3, and migration may be possible if $M_{12\rightarrow3} > 0$ or $M_{3\rightarrow12} > 0$. During the third epoch (from $\tau_{123}$), only population 123 exists, so that only coalescent events are possible.

Coalescent events create new nodes in the gene tree. The branch length is calculated as the difference between the ages of the two nodes at the ends of the branch.

We confirmed the correctness of the simulation program by comparison with the theoretical results of Wilkinson-Herbots (2008), who gives the expectations of the coalescent times between two sequences under several models of population subdivision and migration. The results for this program validation are in Supplementary material (available from http://www.sysbio.oxfordjournals.org).

Simulation of Sequence Alignments.—After the gene tree with branch lengths is generated for each locus, sequences at the tips of the gene tree are simulated by “evolving” sequences along the branches. The JC69 model (Jukes and Cantor 1969) is used in both the simulation and analysis of the data. We assume no recombination between sites within each locus and free recombination between loci, so that gene trees are independent across loci. The sequence length at each locus is 1000 sites.

The One-Species and Two-Species Models.—We examined the simplest case of comparing the one-species and two-species models (Fig. 2a). The sequence data were simulated by fixing the species divergence time $\tau_0$ at 0 (one-species model), or at 0.001 or 0.01 (two-species model), whereas all $\theta$ parameters were either 0.01 or 0.001. Both $\tau_0$ and $\theta$ are measured by distance: $\tau_0 = 0.01$ means that the sequence at the root of the two-species tree of Figure 2a is about 1% different from the sequences at the tips A or B, whereas $\theta = 0.001$ means that two random sequences drawn from the population are ~0.1% different. Note that at such low sequence divergences, correction for multiple hits has negligible effect. Previous estimates of $\theta$ for extant species include 0.0006 for humans (Rannala and Yang 2003), ~0.01 for the mangroves (Zhou et al. 2007), and a broad range (0.0005–0.02) for a variety of animal and plant species (Zhang and Hewitt 2003). Estimates of $\tau$ for ancestral species tend to be much larger than for modern species, but it is unclear whether the pattern reflects true biological processes (such as population subdivision) or is due to analytical artifact caused by gene flow at the time of speciation creating variable divergence times among loci (Wu and Ting 2004; Yang 2010). At any rate, the values 0.001 and 0.01 for $\theta$ may be representative of many species. Estimates for $\tau$ include 0.004 for the human–chimpanzee divergence (Rannala and Yang 2003) but may be much smaller for recently diverged species. For the butterfly data analyzed below, $\theta \approx 0.005$ and $\tau \approx 0.0013$.

We considered three sample configurations: (1, 1), (1, 5), and (5, 5), where $(n_1, n_2)$ means sampling $n_1$ sequences from species A and $n_2$ sequences from species B. In a few cases, larger samples were used as well to examine the impact of the sample size on the inference. The data were then analyzed using the rjMCMC algorithms in the program BPP (Yang and Rannala 2010) to compare the two models. We used the gamma priors $\theta \sim G(1, 100)$ for all $\theta$s and $\tau_0 \sim G(1, 100)$ for the root of the species tree. For data simulated under the two-species model, the guide tree used had the correct assignment of the individuals to species. For the data simulated under the one-species model, the guide tree
was generated by random assignment of individuals to the two potential species. This part of the simulation without migration extends the simulation of Yang and Rannala (2010) and provides a basis for comparison with simulations that involve migration.

We then simulated data sets under the two-species models assuming migration between the two species/populations. The migration rate is assumed to be the same in the two directions, and migration rate is measured by the expected number of immigrants in one generation in each population. The data sets are then analyzed using the rjMCMC algorithms as above to calculate the posterior probabilities for the one-species and two-species models. The same priors \( \theta \sim G(1, 100) \) and \( \tau_0 \sim G(1, 100) \) are assumed. Note that the BPP analysis assumes no gene flow.

**The Mainland-Island Model.**—The species tree is shown in Figure 2b. The mainland population O has the constant size with parameter \( \theta_O \), and the two island populations A and B were much smaller with \( \theta_A \) and \( \theta_B \). We assumed \( \theta_O = 0.01 \) and \( \theta_A = \theta_B = 0.001 \). Populations B and A diverged from population O at times \( \tau_0 \) and \( \tau_1 \), respectively. We used \( \tau_0 = 0.01 \) and considered three values for \( \tau_1: 0.001, 0.005, \) and \( 0.009 \). We considered a case of no migration as well as a case of migration from the mainland to the islands, with \( M_{OA} = M_{OB} = M \), whereas migration from the islands A or B to the mainland O, or between A and B, was absent. The priors used in data analysis were \( \theta \sim G(1, 100) \) for all \( \theta \)s and \( \tau_0 \sim G(1, 100) \).

**The Stepping-stone Model.**—Data were simulated using a linear stepping-stone model with four populations of equal size \( \theta \) (Fig. 2c). Migration was allowed to occur at the same rate \( M = Nm \) in both directions between any two adjacent populations, whereas migration between other populations was absent. Our simulation program MCCOAL assumes a population/species tree. The stepping-stone model is equivalent to the isolation-migration model with infinite species divergence times. Thus, we simulated this model by assuming an arbitrary species tree, for example \((A, B), (C, D))\), with the three divergence times \( (\tau_8) \) being much greater than the \( \theta \)s so that the root of the gene tree was expected to be much younger than all the divergence times. The sample configuration was \((5, 5)\), with five sequences each taken from two populations: \((A \text{ and } B), (A \text{ and } C), \) or \((C \text{ and } D)\), whereas no sample was taken from the other two populations. The data were then analyzed to compare the one-species and two-species models. The parameter values were \( \theta = 0.01 \) for all four populations and \( M = 0.001, 0.01, 0.1, 1, 10, \) and 100. The priors used in the analysis were \( \theta \sim G(1, 100) \) for all \( \theta \)s and \( \tau_0 \sim G(1, 100) \).

**Variable Rates among Loci.**—To examine the impact of the variable mutation rates among loci on posterior probability for different species models, we simulated sequence alignments assuming that the mutation rate for each locus is a random variable from the gamma distribution \( G(1, 1) \). The parameters used were \( \theta = 0.01 \) and \( \tau_0 = 0 \) (one species) or 0.01 (two species). These are defined using the average mutation rate over all loci. The data were analyzed using the rjMCMC to compare the one-species and two-species models assuming either a constant rate for all loci or a model of variable rates among loci, described using a Dirichlet distribution with \( \alpha = 2 \) (Burgess and Yang 2008, equation 4). Note that the gamma and Dirichlet models for variable rates among loci are equivalent except for a slight difference in Bayesian parametrization: the former assumes that the rate for each of the \( L \) loci has expectation \( 1: E(r_l) = 1 \), whereas the latter assumes that the average rate across the \( L \) loci is 1: \( (r_1 + r_2 + \ldots + r_L)/L = 1 \).

**Running the rjMCMC Algorithms.**—For each parameter setting, 1000 replicate data sets were simulated. Each data set was analyzed using the two rjMCMC algorithms described in Yang and Rannala (2010) to ensure that the results were stable between runs. The two MCMC samples were then merged to calculate the posterior probabilities for the different species delimitation models. Good fine-tune parameters were obtained by trial and error according to the manual for BPP and they differ for different simulation conditions such as different data sizes.

**Analysis of an Empirical Data Set of Heliconius Butterflies**

Sequence data at four nuclear autosomal loci for two sibling butterfly species Heliconius demeter and H. eratosignis were kindly provided by James Mallet and Kanchon Dasmahapatra. Those species were identified as H. demeter ucausalensis and H. demeter ssp. nov. in Dasmahapatra et al. (2010), but there now seems to be little doubt that they are “good” separate species, referable to the already published names Heliconius demeter and Heliconius eratosignis (K. Dasmahapatra and J. Mallet, personal communication). The two cryptic species are largely allopatric or parapatric, but they overlap in sympathy without evidence of hybridization at Tarapoto, Peru, from where the data were obtained (Dasmahapatra et al. 2010). The four loci are Ef1a (18 sequences, 766 bp), Mpi (9 sequences, 496 bp), Rp15 (15 sequences, 713 bp), and Tektin (9 sequences, 733 bp).

We have two objectives with analysis of this data set. First, we are interested in the impact of the priors on the Bayesian comparison of the species models. Thus, the data were analyzed using the rjMCMC algorithms with different priors for \( \theta \) and \( \tau_0 \) to calculate the posterior model probabilities. Second, we used the data to examine the similarities and differences between the rjMCMC algorithm and the \( \tau \) threshold method (Yang and Rannala 2010). The \( \tau \) threshold method runs the ordinary MCMC (instead of the rjMCMC) under the two-species model and then evaluates the posterior probability that the divergence time \( \tau \) is less than a...
prespecified threshold value \( (\tau_\gamma) \). This was implemented by Yang and Rannala (2010) as an alternative to the rjMCMC algorithms, which often have mixing problems in large data sets. Here the data set is small enough for both methods to be applicable. Mathematically both the rjMCMC method and the \( \tau \)-threshold method are just different priors on \( \tau_0 \) under the same two-species model. The rjMCMC uses a mixture prior on \( \tau_0 \): a component of 0 and another component from the gamma distribution, each with probability 50%, whereas the \( \tau \)-threshold uses a simple gamma prior. The case is similar to the use of the gamma model versus the invariable sites plus gamma model to accommodate variable rates among sites in phylogenetic analysis (i.e., the “+\( \Gamma \)” and “\( 1 + \Gamma \)” models) (Yang 1996). However, in a phylogenetic analysis, the focus is on the phylogeny and branch lengths with the rate distribution to be of secondary importance. Here \( \tau_0 \) is the focus.

RESULTS

Simulation Comparing the One-Species and Two-Species Models

We simulated data under either the one-species model \((\tau_0 = 0)\) or the two-species model \((\tau_0 > 0)\) and analyzed them using the rjMCMC algorithms to calculate the posterior probabilities for the two models. Let these be \( P_1 \) and \( P_2 \), with \( P_1 + P_2 = 1 \). The results are shown in Figure 3.

First we consider Figure 3a–c, which shows \( P_1 \) for data simulated with \( \tau_0 = 0 \) (one species). \( P_1 \) is quite high even with one locus. Note that without data, the two models have probability 1/2 each from the prior. If we would like to avoid species inflation and consider the false-positive error (the error of incorrectly selecting the two-species model) to be serious and claim that there are two species only if \( P_2 > 95\% \), we may calculate the false-positive error rate, akin to the type I error rate in frequentist hypothesis testing. For the simulations of Figure 3a–c, the false-positive rates are very low, at \( \leq 0.5\% \) for \( \theta = 0.001 \) and \( \leq 1\% \) for \( \theta = 0.01 \). Note that the probability \( P_1 \) for the correct one-species model can reach \( \sim 1 \) even with one locus when five sequences were sampled from the population. Indeed \( P_1 \) was higher for the sample configuration (5, 5) with one only locus (with a total of 10 sequences) than for the sample configuration (1, 1) with 10 loci (with a total of 20 sequences) (cf. Fig. 3a with Fig. 3c).

Figure 3d–i shows \( P_2 \) for simulation with \( \tau_0 = 0.001 \) and 0.01 so that the true model is the two-species model, and incorrectly selecting the one-species model may be considered a false-negative error. \( P_2 \) was much lower when \( \tau_0 = 0.001 \) than when \( \tau_0 = 0.01 \): the two species must be much harder to identify if their divergence is more recent. For the sample configurations (1, 1) and (1, 5), \( P_2 \) is close to 1 when 50 loci are available, whereas for the configuration (5, 5), \( P_2 \) is close to 1 when five or more loci are available. The “power” of the method appeared to be quite high. To see the impact of sampling, we also simulated data sets of one locus for the sample configurations (10, 10), (15, 15), and (20, 20) for the case of \( \tau_0 = 0.001 \) (cf. Fig. 3f). For \( \theta = 0.001, P_2 = 0.91, 0.96, \) and 0.98 for the three configurations, respectively, whereas for \( \theta = 0.01 \), the corresponding values are \( P_2 = 0.83, 0.97, \) and 0.99, respectively. It is noteworthy that the method can infer the correct two-species model with posterior probability close to 1 with just one locus, as long as a large sample is taken from each population. Similarly, \( P_2 \) is higher for the sample configuration (5, 5) with only one locus than for the sample configuration (1, 1) with 10 loci (cf. Fig. 3d with Fig. 3f). This pattern is in contrast to the estimation of \( \theta \) from a single population, in which inclusion of more sequences adds very little information when three to five sequences are already sampled, because coalescent events occur extremely quickly near the tips of the gene tree (e.g., Felsenstein 1992). The information used in the comparison of species tree models is clearly different from that used for estimating a single \( \theta \): for example, reciprocal monophyly of the gene tree for two large samples from the two populations will be strong evidence for two distinct species.

In smaller data sets, for example, with one or two loci for the sample configurations (1, 1) or (1, 5), \( P_2 \) can be rather low, with substantial false-negative errors. For some parameter combinations with only one or two loci
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(Fig. 3d,e), $P_2 < 1/2$, so that the method performed more poorly than without data. This is because of the impact of the priors in small data sets. The prior means for $\tau_0 \sim G(1,100)$ and $\theta \sim G(1,100)$ are much larger than the true values, so that the priors are somewhat in conflict with the data, leading to reduced support for the two-species model (see Discussion section). Similar results were observed in the simulation of Yang and Rannala (2010), where the priors used were even more extreme and unrealistic.

The Impact of Migration

Two Populations with Migration.—Migration should have the effect of homogenizing the populations and cause the Bayesian analysis, which ignores migration, to favor the one-species model. Figure 4 shows $P_2$ for data simulated under the two-species model with migration but analyzed assuming no migration. If the migration rate is low, with <0.1 migrants per generation, the posterior probability for the correct two-species model $P_2$ was nearly identical to those when there is no migration (cf. Fig. 4a with Fig. 3g and Fig. 4b with Fig. 3i for the case of $\theta = 0.01$ with 1 locus or 10 loci). Migration at this level appeared to have little impact on Bayesian species delimitation.

If the migration rate is high, with $\geq 10$ migrants per generation, $P_2$ is near zero for most settings except for the very small data sets with sample configuration (1, 1) and 1 locus, in which $P_2$ was moderate, influenced by the prior. At this level of migration, the method strongly favors the one-species model.

If the migration rate is moderate with one migrant per generation ($M = 1$), $P_2$ is neither very high nor very low in small data sets, although in large data sets, with the configuration (10, 10) or (20, 20) and 10 loci, $P_2 \approx 1$.

Note that if $M = 0$, the two-species model is true, whereas if $M \to \infty$, the one-species model is true. For Bayesian species delimitation under the parameter settings used here, the “phase change” appeared to occur around $M = 1$ migrant per generation or in the range $0.1 < M < 10$. We extended the simulation of Figure 4b for 10 loci with the configuration (5, 5), to explore further the impact of the migration rate $M$ and the divergence time $\tau_0$. The same priors were used as before: $\theta \sim G(1,100)$ and $\tau_0 \sim G(1,100)$. The results are shown in Figure 5. The effect of migration was striking and diametrically different depending on the migration rate: when the migration rate was low with <0.1 immigrants per generation, the method behaved as if there was no migration. At high migration rate with 5 or 10 immigrants per generation, the method inferred one species. In comparison, the effect of the divergence time $\tau_0$ was minor. When $M = 5$ or 10, $P_2$ did not increase with the increase of $\tau_0$.

The apparent peaks in $P_2$ around $\tau_0 = 0.0005-0.001$ for moderate levels of migration (with $M = 1$ and 5) were apparently due to the impact of the prior: $P_2$ tends to be high when the prior on $\tau_0$ is consistent with the data (Discussion and unpublished results).

Overall, the results appear to be consistent with the theories in population genetics that examine the impact of migration on population differentiation at neutral loci measured by $F_{ST}$ (e.g., Takahata 1983): if $M Nm \ll 1$, the populations will be strongly differentiated, whereas if $M Nm \gg 1$ (e.g., if there are more than 10 or so migrants),
migration will swamp the population and the population will behave as a panmictic unit. It is interesting that Bayesian comparison of species models led to the same conclusion from a very different perspective.

The Mainland-Island Model.—In this simulation, the mainland population (O) has had a large and constant size with parameter \( \theta_O = 0.01 \), and it gave rise to two island populations B and A through dispersal, with parameters \( \theta_A = \theta_B = 0.001 \) (Fig. 2b). We fix the divergence time at the root of the species tree at \( \tau_0 = 0.01 \), whereas three values are used for \( \tau_1: 0.001, 0.005, \) and 0.009. Migration is always from the mainland to the islands with the scaled migration rate to be \( M = 0, 0.001, \ldots, 10 \). In the analysis of the data, the true species tree, ((O, A), B), was used as the guide tree to run the rjMCMC algorithms. There are three species models, generated by collapsing none, one, or both of the two internal nodes in the guide tree, respectively (Fig. 2b): the three-species model, the two-species model (with two species B and OA) and the one-species model. Let the posterior probabilities for them be \( P_3 \), \( P_2 \), and \( P_1 \). Figure 6a–c shows \( P_3 \), whereas Figure 6d–f shows \( P_3 \), \( P_2 \), and \( P_1 \) for the sample configuration (5, 2, 2) with 1 locus. As in the analysis of the one-species and two-species models, including more sequences from the same population increased the power of the method considerably, so that \( P_3 \) for (5, 2, 2) with 1 locus was higher than \( P_3 \) for (2, 1, 1) with five loci. Migration at rates lower than 0.01 migrants per generation had little impact, whereas one migrant per generation tended to lead to the inference of one species. Migration appeared to be more important here than in the comparison between the one-species and two-species models in Figure 4. For example, the results for \( M = 0.1 \) and 0 were quite different in Figure 6 but were similar in Figure 4. This appears to be due to the fact that here \( \theta_A = \theta_B = 0.001 \) is 10 times smaller than in Figure 4. The impact of migration is affected not only by the number of immigrants (\( Nm \)) but also by the
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**Figure 6.** Mean posterior probabilities for different species-tree models when the data are simulated under the mainland-island model (Fig. 2b). In (a)–(c), the mean posterior probability \( P_3 \) for the three-species model is shown, whereas in (d)–(f), the mean posterior probabilities for all three species models \( (P_3, P_2, P_1) \) are shown for the sample configuration (5, 2, 2) and 1 locus. The parameters used are \( \theta_O = 0.01, \theta_A = \theta_B = 0.001, \tau_0 = 0.01 \), whereas \( \tau_1 = 0.001 \) (a,d), 0.005 (b,e), and 0.009 (c,f). The priors used in the analysis are \( \theta \sim G(1, 100) \) and \( \tau \sim G(1, 100) \).
population size: at the same $Nm$, a smaller population size ($N$) means a larger proportion of immigrants ($m$).

**The Stepping-stone Model.**—The data were simulated under the equilibrium migration model of Figure 2c, but samples were taken from two populations only. We refer to the data sets as AB, AC, and AD data, respectively, depending on the two populations sampled. This simulation is intended to mimic geographical isolation, where a species has a very broad geographical distribution with migration occurring between close localities only. The concern for the Bayesian method of species delimitation is that with samples taken from distant localities, the method may be misled to infer two species because the migration rate between them is very low. We took two samples from localities that are close by (AB data), intermediate (AC data), or very distant (AD data), and then run the rjMCMC algorithm to compare the one-species and two-species models.

Figure 7 shows the mean posterior probability for the two-species model ($P_2$). First, we consider the results for the AB data. If the migration rate is low, at $\leq 0.1$ migrants per generation between any two adjacent populations, $P_2$ is near 1. With 10 or more migrants per generation, $P_2$ is near 0 so that BPP will support the one-species model with probability near 1. The results are similar to those for the two-species case of Figure 4b.

The results for the AD data (Fig. 7) show that $P_2$ for the AD data was not much higher than for the AB and AC data. At $M > 1$, the populations appear to have been homogenized by migration, so that the one-species model is strongly supported by the Bayesian method. This result may be surprising, as intuitively one may expect the migration rate between A and D to be close to $m^3$ if the rate between A and B is $m$. However, this intuition is incorrect. It is known from analysis of similar stepping-stone models in population genetics that the migration rate between A and D is in the order of $m/3$ instead of $m^3$ (Strobeck 1987; Slatkin 1991). The results of Figure 7 are consistent with this theory. As this faulty intuition appears to be common, we include a more detailed version of Slatkin’s proof in the Appendix.

The results of Figure 7 suggest that the Bayesian inference may be quite robust to complex population structures or ghost populations (Beerli 2004; Wakeley and Aliacar 2001). When sequences are sampled from A and D and used for species delimitation, the method is not misled to infer two species even though the intermediate populations (B and C) are not sampled.

### The Impact of Mutation Rate Variation among Loci

Inference of ancestral population parameters relies to some extent on the stochastic fluctuation of the coalescent process among loci, generating different topologies and branch lengths in the gene trees. It may thus be a concern that such inference may be sensitive to mutation rate variation among loci. To examine the impact of the variable mutation rates on the posterior probability for different species models, we simulated sequence alignments under the one-species and two-species models assuming that the mutation rate for each locus is a random variable from the gamma distribution $G(1, 1)$. The shape parameter $\alpha = 1$ may be too small if the multiple loci represent noncoding genomic regions but reasonable if coding regions are used as well (Yang 1996). The parameters used were $\theta = 0.01$ and $\tau_0 = 0$ (one species) or 0.01 (two species). These are defined as averages over all loci.

The data were analyzed using the rjMCMC algorithms to compare the one-species and two-species models.
models assuming either a constant rate for all loci or a model of variable rates among loci, modeled using a Dirichlet distribution with \( \alpha = 2 \) (Burgess and Yang 2008). The results are shown in Figure 8. In small data sets, that is, with the sample configuration (1, 1) and 2 or 10 loci, the posterior probability for the one-species model (\( P_1 \)) is higher when the rate variation among loci is ignored than when it is accommodated in the model. In other words, incorrectly ignoring rate variation among loci causes the method to unduly favor the one-species model, whether the true model used for data generation is one species or two species. The reasons for this effect are not well understood. However, we examined the posterior parameter estimates. Under the one-species model, the single parameter \( \theta \) is very slightly overestimated when rate variation is ignored. Under the two-species model, parameter \( \theta_{AB} \) for the ancestor is seriously overestimated and \( \tau \) is seriously underestimated when rate variation is ignored. For example, for the case of \( \tau_0 = \theta = 0.01 \) and when rate variation is ignored, the average posterior means were 0.0217 for \( \theta_{AB} \) and 0.0019 for \( \tau \) for data configuration (1, 1) with 10 loci, and were 0.0254 for \( \theta_{AB} \) and 0.0039 for \( \tau \) for the configuration (5, 5) with 10 loci. When rate variation was accommodated, the posterior means were close to the true values: 0.0125 for \( \theta_{AB} \) and 0.0081 for \( \tau \) for configuration (1, 1) with 10 loci, and 0.0092 for \( \theta_{AB} \) and 0.0103 for \( \tau \) for configuration (5, 5) with 10 loci. The underestimated \( \tau \) and overestimated \( \theta \) when rate variation among loci is ignored should make the two-species model look similar to the one-species model, which may explain the increased \( P_1 \). The overestimation of ancestral \( \theta \) in the case of two species when rate variation among loci is ignored was discussed extensively by Yang (1997).

In large data sets, that is, with the sample configuration (5, 5) and with 2 or 10 loci, the posterior probability for the correct model (\( P_1 \) in Fig. 8a and \( P_2 \) in Fig. 8b) is \( \sim 1 \) whether rate variation among loci is ignored or accommodated, so there is little difference between the two analyses.

**Analysis of the Butterfly Data Set**

Sequence data at four nuclear loci from the butterfly species \( H. demeter \) and \( H. eratosignis \) were analyzed. First, we apply the two-species model to obtain some basic parameter estimates. Use of the priors \( \theta \sim G(2, 500) \) and \( \tau_0 \sim G(2, 200) \) led to the following posterior estimates (mean and 95% confidence interval): 0.0058 (0.0027, 0.0108) for \( \theta_D \), 0.0048 (0.0023, 0.0086) for \( \theta_E \), 0.0078 (0.0041, 0.0130) for \( \theta_o \), and 0.0013 (0.0006, 0.002) for \( \tau_0 \). The priors were noted to have some impact on the estimates of the \( \theta \) parameters. For example, with the priors \( \theta \sim G(2, 2000) \) and \( \tau_0 \sim G(2, 200) \), the estimates were 0.0035 (0.0019, 0.0057) for \( \theta_D \), 0.0032 (0.0018, 0.0051) for \( \theta_E \), 0.0043 (0.0022, 0.0069) for \( \theta_o \), and 0.0014 (0.0006, 0.0024) for \( \tau_0 \). Note that the estimates of \( \tau_0 \) (at \( \sim 0.0013 \)) were quite stable. If we use a mutation rate of \( 10^{-9} \) substitutions per site per year, this \( \tau_0 \) estimate will translate into 1.4 myr of divergence between the two species.

We then use the rjMCMC algorithms to calculate the posterior probability for the two-species model (\( P_2 \)) with different priors for \( \theta_D \) and \( \tau_0 \). The one-species model involves a single parameter \( \theta \), whereas the two-species model involves four parameters: \( \theta_D \) and \( \theta_E \) for the two extant species, \( \theta_o \) for the ancestor, and \( \tau_0 \). Figure 9a and b plots \( P_2 \) against the parameters in the
Here we consider two ideas. The first is to try to match up the means and the variances between the two priors on $\theta_0$. As the two prior distributions look very different even with the same mean and variance, they may still produce very different posterior model probabilities. Suppose the gamma prior is $\Gamma(\alpha, \beta)$ in the $\tau$-threshold method, whereas the $rjMCMC$ method assigns the prior probability 0.5 to the point value 0 and probability 0.5 to $G(a, b)$. Equating the means and variances between the two priors leads to $\alpha = 2\tau$, and $\beta = \frac{\tau}{\alpha}$ while $\tau_T$ is chosen so that there is 50% prior probability left and right of $\tau_T$, that is, $\tau_T$ is the median of $G(\alpha, \beta)$. With the $rjMCMC$ algorithms, we used the priors $\theta \sim G(2, 500)$ and $\tau_0 \sim G(2, \beta)$, and found $P_2 \approx 1$ for $\beta = 100, 1000$, and 10,000. For the $\tau$-threshold method, the matching priors were $\theta \sim G(2, 500)$ and $\tau_0 \sim G(1, \beta)$, with $\tau_T = \frac{\log(2)}{\beta}$, which gave $P_2 = 0.00, 0.95$, and 1.00 for $\beta = 100, 1000$, and 10,000. Although the two analyses agreed with each other for $\beta=1000$ and 10,000, they were very different for $\beta = 100$.

The second idea is to decide on the threshold $\tau_T$ based on a species definition. Here, we chose $\tau_T = 0.0002$ based on $10^4$ generations of divergence for a butterfly species, with 4–6 generations per year, and a mutation rate of $10^{-9}$ mutations per site per year. We then fixed the shape parameter $\alpha = 1$ for the gamma prior for $\tau_0 \sim G(1, \beta)$ and used $Pr(\tau_0 > \tau_T) = 0.5$ to derive the scale parameter $\beta$, giving $\beta = \frac{\log(2)}{\tau_T} = 3466$. In other words, $\tau_0 \sim G(1, 3466)$. The posterior probability under this prior was calculated to be $P_2 \approx 1$, with a strong support for the two-species model.

In summary, both the $rjMCMC$ and $\tau$-threshold methods provide strong support for the distinct species status of the two butterfly species. Although both methods may give compatible results for the same data, we
note that the $\tau$-threshold method is very sensitive to
the divergence threshold $\tau_f$. We thus suggest that the
rjMCMC method of calculating posterior model proba-
bilities should be preferred.

**DISCUSSION**

**Barcoding Dap, Reciprocal Monophyly, and DNA**

**Taxonomy**

DNA barcoding uses a genetic marker (often a sin-
gle gene) to assign an individual to a particular known
species. It has also been suggested that barcoding can
be used to identify unknown species based on the ex-
ppectation that interspecific genetic divergence consid-
erably exceeds intraspecific variation to form a clear
“barcode gap.” The “10× rule” requires a 10-fold dif-
fERENCE in the within- and between-species divergence
(Hebert et al. 2004). DNA barcoding has gained pop-
ularity and provoked much discussion (e.g., Hebert
(Hebert et al. 2004). DNA barcoding has gained pop-
ularity and provoked much discussion (e.g., Hebert
et al. 2004; Hickerson et al. 2006; Nielsen and Matz
2006). In a simulation study under a model of speciation resulting from Dobzhansky–Muller
incompatibilities (Dobzhansky 1937), the 10× diver-
gence threshold failed miserably in discovering recently
divergent species (Hickerson et al. 2006). Indeed, a cut-
of on sequence divergence appears neither necessary
nor sufficient for species delimitation. In some of our
simulations, the within-species variation and between-
species divergence are similar. For example, under the
two-species model (Fig. 2a), the within-species diver-
gence is $\theta$, whereas the between-species divergence is
$2\tau + \theta_0$. These are 0.01 and 0.012, with only a 20% dif-
fERENCE, for the case $\tau = 0.001$ and $\theta = 0.01$ (Fig. 3d–f).
Yet, BPP inferred the correct two-species model with
probability near 1 when 10–50 loci were used or when
large samples (15 or 20 from each species) were taken at
a single locus.

We also compared Bayesian species delimitation with
the criterion of reciprocal monophyly of gene trees, with
one locus used. The parameters are $\theta = 0.01$ or 0.001 and
$\tau_0 = 0.01$ or 0.001 under the two-species model, and we
considered the following sample configurations: (5, 5),
(10, 10), (15, 15), and (20, 20). The results are shown
in Table 1 (see also Fig. 3f, i). The proportion of data
sets in which the gene tree at one locus shows reciproc-
al monophyly is calculated by two approaches: (i)
using the true simulated gene tree, and (ii) using the
estimated gene tree by the UPGMA method. Because
errors in gene tree reconstruction tends to destroy recip-
crocal monophyly, use of the inferred gene trees leads to
reduced power compared with use of the true gene tree.

When the population is small and divergence is ancient
($\theta=0.001$, $\tau_0=0.01$), both BPP and reciprocal monophyly
have power close to 1. Otherwise, the power for reciproc-
al monophyly is much lower than for BPP. In particular,
with a large population size and recent divergence (i.e.,
$\theta = 0.01$ and $\tau_0 = 0.001$), the proportion of gene trees
showing reciprocal monophyly is nearly 0, whereas
BPP still identifies the two species with high posterior

<table>
<thead>
<tr>
<th>Data configuration</th>
<th>$P_2$ (BPP)</th>
<th>Reciprocal monophyly</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta = 0.001$, $\tau_0 = 0.01$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5, 5)</td>
<td>0.774</td>
<td>0.673 (0.425)</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.912</td>
<td>0.635 (0.403)</td>
</tr>
<tr>
<td>(15, 15)</td>
<td>0.957</td>
<td>0.577 (0.338)</td>
</tr>
<tr>
<td>(20, 20)</td>
<td>0.975</td>
<td>0.567 (0.292)</td>
</tr>
<tr>
<td>$\theta = 0.001$, $\tau_0 = 0.01$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5, 5)</td>
<td>0.999</td>
<td>1.000 (1.000)</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>1.000</td>
<td>1.000 (1.000)</td>
</tr>
<tr>
<td>(15, 15)</td>
<td>1.000</td>
<td>1.000 (1.000)</td>
</tr>
<tr>
<td>(20, 20)</td>
<td>1.000</td>
<td>1.000 (1.000)</td>
</tr>
<tr>
<td>$\theta = 0.01$, $\tau_0 = 0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5, 5)</td>
<td>0.500</td>
<td>0.019 (0.011)</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.831</td>
<td>0.001 (0.000)</td>
</tr>
<tr>
<td>(15, 15)</td>
<td>0.965</td>
<td>0.000 (0.000)</td>
</tr>
<tr>
<td>(20, 20)</td>
<td>0.992</td>
<td>0.000 (0.000)</td>
</tr>
<tr>
<td>$\theta = 0.01$, $\tau_0 = 0.01$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5, 5)</td>
<td>0.997</td>
<td>0.671 (0.631)</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>1.000</td>
<td>0.623 (0.582)</td>
</tr>
<tr>
<td>(15, 15)</td>
<td>1.000</td>
<td>0.596 (0.561)</td>
</tr>
<tr>
<td>(20, 20)</td>
<td>1.000</td>
<td>0.568 (0.527)</td>
</tr>
</tbody>
</table>

The two numbers in each cell for reciprocal monophyly are calculated
using the true gene tree and the estimated gene tree (in parentheses), respectively. The
UPGMA method was used to infer rooted gene
trees, with sequence distances calculated under JC69 (Jukes and Cantor 1969) using the programs
DNADIST and NEIGHBOR in the PHYLIP
package (Felsenstein 2005).

Another question is whether a single DNA segment
is sufficient for species delimitation and whether the
current recommendation of sampling 5–10 individuals
(Hajibabaei et al. 2007) is adequate. Our results sug-
gest that one single gene locus may indeed contain
enough information to delimit species. However, 15
or more individuals from each species seem necessary
if the species divergence is recent (e.g., $\tau_0 = 0.001$),
whereas five individuals may be enough for identifying
well-diverged species. When it is unfeasible to sample
multiple individuals, as with rare or protected species,
multiple loci should be used for effective species delimit-
ation.

**Species Delimitation and Statistics**

Although there are fundamental philosophical dis-
agreements between frequentist and Bayesian statistics,
the two methodologies most often produce numerically
similar results when applied to real-world problems.
A major exception, however, is the problem of hypot-
thesis testing or model selection. Unfortunately, species
delimitation as formulated in Yang and Rannala (2010;
see also Carstens and Richards, 2007) is exactly one such
Thus, the posterior probability for model $H_2$ is

$$P_2 = \frac{\pi_2 M_2}{\pi_1 M_1 + \pi_2 M_2} = \frac{1}{1 + \frac{M_1}{M_2}} = \frac{1}{1 + \sqrt{1 + n\sigma^2} \exp \left( -\frac{n(\mu_0^2 - \bar{x}^2)}{2(1/n + \sigma^2)} \right)}. \quad (5)$$

If one uses $\mu_0 = 0$ in the prior, a case considered by Yang (2006: Eq. 5.21 on page 157), we have

$$P_2 = \frac{1}{1 + \sqrt{1 + n\sigma^2} \exp \left( -\frac{n\mu^2}{2(1/n + \sigma^2)} \right)}. \quad (6)$$

Now suppose that in a particular data set $\bar{x}$ is quite different from 0, so that we reject $H_1$ at the significance level $\alpha$, that is, $\sqrt{n}|\bar{x}| = 0.1/n$, the $\alpha/2$ quantile of the standard normal distribution. However, if $n\sigma^2$ is large, we may have $P_2 \approx 0$. Thus, although the test rejects $H_1$, the Bayesian analysis of the same data strongly supports $H_1$ with $P_1 = 1 - P_2 \approx 1$. This contradiction between methods, known as Lindley’s paradox (Lindley 1957; see also Jeffreys 1939), is highly controversial. Nevertheless a few relevant remarks can be made. First, one should exercise caution in applying one’s intuition based on hypothesis testing to interpret the results obtained from BPP. Second, compared with the Bayesian analysis, the LRT does not penalize parameter-rich models (such as $H_2$) enough, especially in large data sets (Schwarz 1978). Third, Bayesian model comparison may be very sensitive to priors on parameters that are in one model but not in the other.

Indeed, $P_2$ in equations 5 and 6 can be made as close to 0 as one likes by choosing a very diffuse prior (i.e., by using a large enough $\sigma^2$). For the upper bound on $P_2$, note that the marginal likelihood $M_2$ of equation 4 is no larger than the maximized likelihood $L_2$ of equation 2

$$M_2 = E(L_2(\mu)) \leq L_2(\hat{\mu}), \quad (7)$$

and thus

$$P_2 = \frac{M_2}{M_1 + M_2} \leq \frac{L_2}{L_1 + L_2}. \quad (8)$$

This upper bound can be achieved if the prior on $\mu$ is very close to the MLE, that is, if $\mu_0 = \bar{x}$ and $\sigma^2 \rightarrow 0$. In other words, $P_2$ will be large if the prior is highly concentrated around the MLE and is thus highly consistent with the data. When the LRT is significant at the 5% level (i.e., when $L_2/L_1 = e^{1/92}$), the highest $P_2$ achievable is 0.872. In such a data set, $P_2$ may go from $\sim 0$ to 0.872 by changes to the prior on $\mu$.

In the species delimitation problem, we compare the null one-species model $S_1$: $\tau_0 = 0$ against the alternative two-species model $S_2$: $\tau_0 > 0$. This is noted to have a few extra complications relative to the normal example above. First, both models $S_1$ and $S_2$ have unknown parameters. Second, $\tau_0$ is at the boundary of the parameter space in $S_2$ as $\tau_0$ is nonnegative. Third, when $\tau_0 = 0$, some parameters in $S_2$ ($\theta_4$ and $\theta_5$) are undefined. The last two complications invalidate the use of the $\chi^2$ distribution for the LRT. However, none of those complications makes a qualitative difference to the Bayesian analysis and the patterns we identified above from the simple example largely apply to the species delimitation problem. For example, the posterior probability for the two-species model $P_2$ will be larger if the priors on

$$P_2 = \frac{1}{1 + \sqrt{1 + n\sigma^2} \exp \left( -\frac{n(\mu_0^2 - 2\mu_0\bar{x} - n\sigma^2\bar{x}^2)}{2(1/n + \sigma^2)} \right)}. \quad (9)$$
the parameters unique to $H_2$ ($\tau_0$ and the $\theta$s for the modern species) are concentrated around their MLEs, and $P_2$ will be smaller if those priors are highly incompatible with the data. This theory provides an explanation for the results of Figure 9, in which the effect of the priors on $\theta$s and $\tau$ does not have a fixed direction and the lowest $P_2$ is for prior means that are orders of magnitude away from the MLEs.

The sensitivity of posterior probabilities for the species models to the priors on $\theta$ and $\tau_0$ appears to be a feature of the problem. Biologically, it is difficult to specify universal criteria, such as the number of generations, the level of genetic sequence divergence, etc., that can convincingly define species. The controversies surrounding the species concepts will no doubt have an impact on species delimitation using genetic data, as BPP attempts to do.

The Utility of Bayesian Species Delimitation

Compared with traditional taxonomic practices for species delimitation, which may vary widely among taxa, the Bayesian method is arguably more objective as all its model assumptions are explicit and can be tested (Fujita and Leache 2011). An important feature of this method is that it infers species status from a genealogical and population genetic perspective, relaxing the requirement of reciprocal monophyly of gene trees followed in current DNA taxonomy and barcoding practice. It should also be superior to methods that analyze estimated gene trees without accommodating phylogenetic errors (e.g., Knowles and Carstens 2007; O’Meara 2010).

The current implementation of Bayesian species delimitation in BPP is based on the biological species concept, assuming complete cessation of gene flow following species divergence (Yang and Rannala 2010). This simulation study, however, suggests that the behavior of BPP when there is gene flow is consistent with the practice of taxonomists. Low levels of migration, with the expected number of immigrants per generation at $M = Nm < 0.1$, have virtually no impact: the method infers different species despite small amounts of gene flow. This appears to be consistent with biologists’ common practice of identifying distinct species despite occasional hybridizations. Although Mayr (1963) initially defined a biological species as “groups of interbreeding natural populations that are reproductively isolated from other such groups,” Coyne and Orr (2004, p. 30) revised the definition so that “distinct species are characterized by substantial but not necessarily complete reproductive isolation.”

When the migration rate is high, with 10 or more migrants per generation, the method infers one species. By any sensible species concept, the two populations should be considered one species at such high levels of hybridization. Our simulation also demonstrates that the method is very unlikely to be misled to infer separate species if samples are taken from distant localities of one species with a wide geographical distribution and experiencing isolation by distance. For the purpose of delimiting species, there does not appear to be a need to explicitly incorporate migration in BPP. However, a model of migration (e.g., Hey 2010) is useful for estimating parameters such as migration rates when such migrations are known to occur.

The Bayesian method of Yang and Rannala (2010) is designed for analyzing multilocus genomic sequences that evolve neutrally. Although protein-coding genes under similar purifying selection in different species may be used in the analysis, perhaps with the different mutation rates among loci accommodated in the model, genes undergoing species-specific selection such as those involved in the establishment of reproductive isolation are not suitable for analysis by this method. Similarly, the method does not take into account whether the lack of gene flow or the low migration rate is due to geographical barriers or to intrinsic reproductive isolation. Two allopatric populations that diverge due to neutral drift without the establishment of reproductive barriers may be inferred to be two species by the method if the divergence time is long enough or if a sufficiently large data set is analyzed. The species status of allopatric populations is often debatable, and we expect this ambiguity to affect the Bayesian analysis. We suggest that Bayesian inference by BPP not be used as the sole criterion for species delimitation, and instead the results from the Bayesian analysis be integrated with other sources of information, such as information on morphological, behavioral, and ecological traits. We note that this ambiguity of interpretation does not exist if sympatric populations are analyzed.

For the present, it is unclear how large the data set has to be for BPP to infer two species even when divergence is relatively recent. Computational problems in the current rjMCMC algorithms make it impossible to analyze very large data sets. It is thus important to improve the algorithms, perhaps by integrating some parameters analytically rather than through the Markov chain (e.g., Hey 2010). Furthermore, Leache and Fujita (2010) have demonstrated that the use of an incorrect guide tree can have adverse effects on the inference, causing BPP to infer multiple species. It is thus important to remove the reliance on the guide tree or to accommodate possible errors in the guide tree topology.

Finally, we hope that the development and application of coalescent-based statistical methods such as BPP may have the effect of prompting taxonomists and speciation biologists to formulate their models and concepts precisely, which may be tested using the ever-increasing genomic sequence data.

Supplementary Material

Supplementary material, including data files and/or online-only appendices, can be found at http://www.sysbio.oxfordjournals.org/.
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APPENDIX

Proof of Slatkin’s (1991) Result Concerning the Effective Migration Rate in the Circular Stepping-stone Model

Slatkin’s result. This is stated right above equation 16 in Slatkin (1991): “The average time until two genes \( i \) steps apart initially are first found in the same deme is \((d - i)i/2m\).” The model is a circular stepping-stone model with \( d \) demes. In our simulation, we considered a linear stepping-stone model with four demes: A ↔ B ↔ C ↔ D. If A and D are linked the model will be circular. The linear and circular models have qualitatively the same behavior, but the circular model is slightly easier to analyze. Slatkin’s result is that if the migration rate between two adjacent demes in each direction is \( m/2 \), so that in each generation, a proportion \( m \) of alleles in each deme are immigrants, then the expected waiting time for two alleles drawn from two demes \( i \) steps apart in the circle to be found in the same deme is

\[
T_i = i(d - i)/(2m). \tag{A.1}
\]

If the number of demes \( d \) is large and \( i \) is small, this is nearly linear with \( i \), so that the expected waiting time for \( i = 3 \) is about three times as long as it is for \( i = 1 \). The reciprocal of the expected waiting time gives the “effective migration rate.” Thus, the result can be stated as follows: two alleles from populations three demes apart in the stepping-stone model with migration rate \( m \) are as divergent as two alleles taken from two neighboring populations with the migration rate at \( m/3 \) (instead of \( m^3 \) as the faulty intuition mentioned in the text has).

Below is a more detailed version of Slatkin’s proof. A proof based on difference equations is given by Strobeck (1987, equation 7).

1. Duration of the Gambler’s Ruin game. Suppose a gambler has \( i \) pounds and bets against a machine which holds \( d - i \) pounds. He tosses a fair coin and either wins or loses a pound depending on whether it lands heads or tails. The game ends when the gambler has either 0 or \( d \) pounds. The gambler’s fortune constitutes a symmetric random walk on the states 0, 1, \ldots, \( d \), with 0 and \( d \) to be the absorbing states. The expected duration of the game is \( i(d - i) \). This result is well known in theories of random walks (see, e.g., Feller 1968, equation 3.5). Its common proof is through solving a difference equation, constructed by considering the outcome of the first coin toss:

\[
T_i = \frac{1}{2}T_{i-1} + \frac{1}{2}T_{i+1} + 1, \tag{A.2}
\]

under the boundary condition \( T_0 = T_d = 0 \).

2. A slight extension of the above model includes a nonzero probability of no state change. Suppose the coin lands on its edge with probability \( 1 - c \), and when that happens, the gambler’s fortune does not change. Suppose \( c \) does not depend on \( i \). Then the expected duration of the game is \( i(d - i)/c \). If an event occurs with probability \( c \), the average time to wait until such an event is \( 1/c \). Here the expected waiting time until a state change is \( 1/c \).

3. Waiting time \( T_i \) in the circular stepping-stone model. Imagine \( d + 1 \) demes on a line, but with deme \( d + 1 \) to be deme 1. The distance between two alleles can be 0, 1, \ldots, or \( d \), with \( d \) being the same as 0 or with both 0 and \( d \) to mean that the two alleles are in the same deme. Thus the distance between the two alleles form a symmetric random walk on 0, 1, \ldots, \( d \), with 0 and \( d \) to be the absorbing states. When we trace back the genealogy in each generation, the state (the distance between the two alleles) changes by 0, 1, and 2, but changes of 2 can be ignored as they occur with rates of order \( m^2 \). The probability of change (by +1 or −1) is \( c = 2m(1 - m) \approx 2m \). Thus, the expected waiting time until absorption or until the two alleles are in the same deme is \( i(d - i)/(2m) \).