Robustness of Compound Dirichlet Priors for Bayesian Inference of Branch Lengths

CHI ZHANG1,2,3,4, BRUCE RANNALA1,4, AND ZIHENG YANG1,5,*

1Center for Computational and Evolutionary Biology, Institute of Zoology, Chinese Academy of Sciences, Beijing 100101, China; 2State Key Laboratory of Integrated Management of Pest Insects and Rodents, Institute of Zoology, Chinese Academy of Sciences, Beijing 100101, China; 3Graduate University of Chinese Academy of Sciences, Beijing 100049, China; 4Genome Center and Department of Evolution & Ecology, University of California, Davis, CA 95616, USA; 5Department of Biology, University College London, Darwin Building, Gower Street, London WC1E 6BT, UK;

∗Correspondence to be sent to: Department of Biology, University College London, Darwin Building, Gower Street, London WC1E 6BT, UK; E-mail: z.yang@ucl.ac.uk.

Received 10 September 2011; reviews returned 20 November 2011; accepted 13 January 2012
Associate Editor: Peter Foster

Abstract.—We modified the phylogenetic program MrBayes 3.1.2 to incorporate the compound Dirichlet priors for branch lengths proposed recently by Rannala, Zhu, and Yang (2012. Tail paradox, partial identifiability and influential priors in Bayesian branch length inference. Mol. Biol. Evol. 29:325–335.) as a solution to the problem of branch-length overestimation in Bayesian phylogenetic inference. The compound Dirichlet prior specifies a fairly diffuse prior on the tree length (the sum of branch lengths) and uses a Dirichlet distribution to partition the tree length into branch lengths. Six problematic data sets originally analyzed by Brown, Hedtke, Lemmon, and Lemmon (2010. When trees grow too long: investigating the causes of highly inaccurate Bayesian branch-length estimates. Syst. Biol. 59:145–161) are reanalyzed using the modified version of MrBayes to investigate properties of Bayesian branch-length estimation using the new priors. While the default exponential priors for branch lengths produced extremely long trees, the compound Dirichlet priors produced posterior estimates that are much closer to the maximum likelihood estimates. Furthermore, the posterior tree lengths were quite robust to changes in the parameter values in the compound Dirichlet priors, for example, when the prior mean of tree length changed over several orders of magnitude. Our results suggest that the compound Dirichlet priors may be useful for correcting branch-length overestimation in phylogenetic analyses of empirical data sets. [Bayesian phylogenetics; branch lengths; compound Dirichlet prior; MrBayes.]

It has recently been noted that Bayesian analyses of phylogenies using the program MrBayes (Ronquist and Huelsenbeck 2003) may produce unreasonably large trees; the tree length (the sum of branch lengths) may be orders of magnitude greater than the maximum likelihood estimate (MLE) under the same model. The phenomenon was investigated by Brown et al. (2010), Marshall (2010), and Rannala et al. (2012). Brown et al. (2010) proposed several hypotheses for possible causes of the problem, such as the existence of multiple local peaks or large nearly flat regions in the posterior that cause mixing problems for the Markov chain Monte Carlo (MCMC), or an overly informative prior favoring unreasonably large branch lengths. A detailed analysis by Rannala et al. (2012) led to the suggestion that the fundamental cause of the problem is the poor default prior on branch lengths used in MrBayes, which assigns independent and identical distributions (i.i.d.) for branch lengths on the tree. This prior places too much probability density on large tree lengths, and the degree of misspecification increases for large trees comprising many taxa because the prior mean and variance of the tree length increase linearly with the number of taxa.

To resolve the problem of extreme posterior branch lengths, Rannala et al. (2012) suggested the use of compound Dirichlet priors on branch lengths, in which a diffuse gamma or inverse gamma distribution is assigned on the tree length, and the Dirichlet distribution (conditional on tree length) is applied to partition the total tree length into branch lengths. The compound Dirichlet priors provide flexible distributions on the tree length and branch lengths, and the prior mean of tree length does not necessarily increase with an increase of the number of taxa. Rannala et al. (2012) implemented the priors to estimate branch lengths on a star tree. Tests on simulated data suggested that the priors appeared to be diffuse enough to allow the data to dominate the posterior estimates of branch lengths and tree length. However, the priors have not been implemented in any tree inference programs.

We implemented the compound Dirichlet priors (Rannala et al. 2012), as well as the two-exponential prior (Yang and Rannala 2005; Yang 2007), by modifying the source code of MrBayes 3.1.2 (Ronquist and Huelsenbeck 2003). We then used the modified program to analyze the six (two simulated and four empirical) data sets of Brown et al. (2010). While the default i.i.d. exponential prior implemented in MrBayes generated unreasonably large tree lengths and branch lengths for those data sets, the Bayesian estimates are all reasonable under the new compound Dirichlet priors; for example, the posterior means are now close to the MLEs. The two-exponential prior, with the mean of internal branch lengths smaller than for external ones, performed better than the default i.i.d. exponential prior but not as well as the compound Dirichlet priors.

MATERIALS AND METHODS

The Exponential and Compound Dirichlet Priors

By default, MrBayes uses i.i.d. exponential priors on branch lengths (Ronquist and Huelsenbeck 2003).
The probability density function of each branch length \( t_i \) is
\[
f(t_i|\beta) = \beta e^{-\beta t_i}, \quad i = 1, 2, \ldots, (2s-3),
\]
where 1/\( \beta \) is the mean and \( s \) is the number of taxa. The prior distribution of the tree length, \( T = \sum_{i=1}^{2s-3} t_i \), has the gamma distribution with shape parameter \( (2s-3) \) and rate parameter \( \beta \).

\[
f(T|\beta, s) = \frac{\beta^{2s-3}}{(2s-4)!} T^{2s-4} e^{-\beta T}.
\]

When \( s \gg 1 \), the gamma distribution is approximately normal, with a very large mean \( (2s-3)/\beta \) and a moderate standard deviation \( \sqrt{2s-3}/\beta \). For example, if \( s=100 \) and \( \beta = 10 \), the prior mean of tree length is 19.7 and the 99% interval is (16.3, 22.9). For data sets of highly similar sequences, this will be an extremely informative prior, favoring unreasonably large branch and tree lengths.

The compound Dirichlet prior specifies a fairly diffuse prior on the tree length \( T \) and then partitions the tree length into branch lengths according to a Dirichlet distribution with concentration parameter \( \alpha \) (Rannala et al. 2012). If \( T \sim \text{Gamma} (\alpha_T, \beta_T) \):

\[
f(T) = \frac{\beta_T^{\alpha_T}}{\Gamma(\alpha_T)} T^{\alpha_T-1} e^{-\beta_T T}, \quad \alpha_T > 0, \quad \beta_T > 0,
\]

with mean \( \alpha_T/\beta_T \) and variance \( \alpha_T/\beta_T^2 \), the joint distribution of branch lengths \( t = \{t_1, t_2, \ldots, t_{2s-3}\} \) is

\[
f(t|\alpha_T, \beta_T, \alpha, c) = \frac{\beta_T^{\alpha_T}}{\Gamma(\alpha_T)} e^{-\beta_T \sum_{i=1}^{2s-3} t_i} \times \frac{1}{B(\alpha, \alpha)} \prod_{j=1}^{s} \prod_{k=1}^{s-3} \frac{\alpha_j - \alpha(j-1)}{\alpha_k - \alpha(k-1)} \prod_{i=1}^{2s-3} t_i^{\alpha - \alpha s - \alpha(s-3)}.
\]

(Rannala et al. 2012, Equation 36). Here, the concentration parameter \( \alpha \) of the Dirichlet distribution is inversely related to the variance of the branch lengths, while \( c \) is the ratio of the prior means for the internal and external branch lengths. Rannala et al. (2012) recommended \( \alpha_T = 1 \) in the gamma prior, while \( \beta_T \) should be chosen so that the prior mean of \( T \) is reasonable for the data set being analyzed.

Alternatively if \( T \sim \text{invGamma} (\alpha_T, \beta_T) \):

\[
f(T) = \frac{\beta_T^{\alpha_T}}{\Gamma(\alpha_T)} T^{-\alpha_T-1} e^{-\beta_T T/\alpha_T}, \quad \alpha_T > 2, \quad \beta_T > 0,
\]

with mean \( \beta_T/(\alpha_T - 1) \) and variance \( \beta_T^2/(\alpha_T - 1)^2 \), and if the same Dirichlet distribution is used to partition the tree length into branch lengths, the joint distribution of branch lengths is

\[
f(t|\alpha_T, \beta_T, \alpha, c) = \frac{\beta_T^{\alpha_T}}{\Gamma(\alpha_T)} e^{-\beta_T \sum_{i=1}^{2s-3} t_i} \times \frac{1}{B(\alpha, \alpha)} \prod_{j=1}^{s} \prod_{k=1}^{s-3} \frac{\alpha_j - \alpha(j-1)}{\alpha_k - \alpha(k-1)} \prod_{i=1}^{2s-3} t_i^{\alpha - \alpha s - \alpha(s-3)}.
\]

(Rannala et al. 2012, Equation 39). Rannala et al. (2012) recommended \( \alpha_T = 3 \) in the inverse gamma prior, while \( \beta_T \) should be chosen so that the prior mean fits the data set.

Note that the default i.i.d. exponential prior is a special case of the compound gamma–Dirichlet prior. If we set \( \alpha_T = 2s-3, \beta_T = \beta, \) and \( \alpha = c = 1 \), Equation 4 becomes

\[
f(t) = \beta_T^{2s-3} e^{-\beta_T \sum_{i=1}^{2s-3} t_i}.
\]

This is the joint probability density of \( 2s-3 \) i.i.d. exponential random variables with common rate \( \beta_T \) (cf. Equation 1).

We implemented the compound Dirichlet priors (Rannala et al. 2012) and the two-exponential prior (Yang and Rannala 2005; Yang 2007) by modifying the source code of MrBayes 3.1.2 (Ronquist and Huelsenbeck 2003). We validated our modification to the program by making use of the fact that the posterior should become the prior when the likelihood is set to a constant. We thus compared the posterior of branch and tree lengths sampled using the MCMC when no sequence data are used (a constant likelihood) with the theoretical expectations from the priors (see supplementary material for our test results: DOI:10.5061/dryad.j1k5q6). The test indicates that our modifications are correct.

**Reanalysis of the Six Data Sets of Brown et al. (2010)**

We applied the modified program to analyze the six data sets of Brown et al. (2010). Two of the six data sets are simulated (Brown and Lemmon 2007), while the other four are for lizards (Leach and Mulcahy 2007), frogs (Gamble et al. 2008), clams (Hedtke et al. 2008), and frogs (Symula et al. 2008). See Brown et al. (2010) for more details of the data sets.

We set the prior mean on the tree length to be 0.01, 0.1, 0.2, 0.5, 1, 2, 10, and 100, respectively. In the compound Dirichlet priors, we used the recommended value \( \alpha_T = 1 \), so that \( \beta_T = 100, 10, 5, 2, 1, 0.5, 0.1, \) and 0.01, respectively, for the gamma prior on tree length. For the inverse gamma prior, we used the recommended value \( \alpha_T = 3 \), so that \( \beta_T = 0.02, 0.2, 0.4, 1, 2, 4, 20, \) and 200, respectively. Parameters \( \alpha = c = 1 \) are fixed, which specify a uniform Dirichlet distribution of branch lengths given the tree length. For empirical data analysis, we recommend that the \( \beta_T \) parameter be chosen to reflect the sequence divergence level in the data set being analyzed. Here, we used many different values to assess the impact of the prior on the posterior estimates of branch lengths and tree length.

For comparison, we also used the default exponential priors for branch lengths implemented in MrBayes. We analyzed the data sets using both the default prior mean of 0.1 and using several different prior means for the tree length. For the i.i.d. exponential prior, the rate is set to \( \beta = (2s-3)/T \). For the two-exponential prior, the internal branch lengths are set to one-tenth of the external ones; that is, the internal rate is set to \( \beta_I = (10s + s - 3)/T \), and the external rate is set to \( \beta_E = (10s + s - 3)/(10T) \).
note that the two-exponential priors were proposed to reduce the spuriously high posterior probabilities for trees or clades and not intended for branch-length estimation.

We initially used the substitution model GTR + I + $\Gamma_4$ (Yang 1994a, 1994b) in the Bayesian analysis because this was the model used by Brown et al. (2010). However, as pointed out by several authors (e.g., Minin et al. 2003; Ren et al. 2005), the widely used $I + \Gamma_4$ model is pathological because both the invariable sites (“I”) and the gamma distribution (“$\Gamma$”) describe the same phenomenon of variable rates among sites, and the use of both in the same model leads to a strong correlation in the estimates of the proportion of the invariable sites $p_0$ and the gamma shape parameter $\alpha$. The correlation may in turn impact estimation of branch lengths and tree length, especially in the maximum likelihood (ML) analysis. Thus, we also conducted the Bayesian analysis under GTR + $\Gamma_4$ without the I component. For each parameter setting, we ran four MCMC chains (one cold and three hot), 10 million iterations, and took samples every 1000 iterations. The last 8000 samples were used to calculate the posterior distributions for the parameters.

RESULTS AND DISCUSSION

The results of analyzing the six data sets of Brown et al. (2010) under the GTR + I + $\Gamma_4$ model and a variety of branch-length priors are shown in Figure 1 and Table 1. For each data set, the posterior means and medians of tree lengths are very similar, so only the means are shown.

The Exponential Priors

The default exponential prior for branch lengths in MrBayes causes the posterior tree lengths to be dominated by the prior (Table 1: OneExp). The posterior tree length is either too small, or too large, by comparison with the MLE depending on whether the prior mean is smaller, or larger, than the MLE. The default prior mean 0.1 ($\beta=10$) gives posterior tree length 5.25 (3.91, 6.72) for simulated data set A, 5.25 (3.86, 6.83) for simulated data set B, 0.96 (0.83, 1.11) for the frogs data set, 14.0 (10.86, 17.59) for clams, 4.54 (3.81, 5.47) for the lizards data set, and 2.49 (1.62, 3.34) for the froglets data set (Brown et al. 2010). All these estimates are too large by comparison with the MLEs. If one uses the MLE of tree length to calculate the mean branch length and uses it as the prior mean (instead of the default prior mean 0.1) for the independent exponential prior, the posterior will be close to the MLE. However, the procedure is non-Bayesian, and the resulting exponential prior will be too informative (and thus will produce credible intervals for the branch lengths that are too narrow). The two-exponential prior performs slightly better than the default independent exponentials but it also has too much influence on the posterior (Table 1: twoExp).

The Compound Dirichlet Priors

The compound Dirichlet priors have much less influence on the posterior estimates. With the default shape parameter $\alpha_T = 1$ for the gamma Dirichlet prior, the posterior tree lengths are quite stable for all six data sets when the prior mean (or $\beta_T$) varied over four orders of magnitude (Fig. 1 and Table 1: GammaDir). Even though the inverse gamma–Dirichlet prior (with the default shape parameter $\alpha_T = 3$) shows more sensitivity, the posterior tree lengths are stable for the six data sets when the prior mean (or $\beta_T$) varied over two or three orders of magnitude (Fig. 1 and Table 1: invGammaDir). In real data analysis, one will usually have prior information about the level of sequence divergence that provides an order-of-magnitude estimate of the tree length, so that a more informative prior mean can be specified in the inverse gamma–Dirichlet prior.

For the two simulated data sets, the posterior means are close to the MLEs and the 95% credibility intervals (CIs) cover the MLEs. For the frogs and froglets data set,
Table 1. Posterior means and 95% CIs of the tree length

<table>
<thead>
<tr>
<th>Data set</th>
<th>Prior mean T</th>
<th>Tree length (mean, 95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GammaDir(1, 1, 1)</td>
</tr>
<tr>
<td>Simulated A: s = 29, MLE = 0.12 (0.12, α = 0.02) (Brown and Lemmon 2007)</td>
<td>0.01</td>
<td>0.109 (0.092, 0.126)</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.115 (0.099, 0.135)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.116 (0.099, 0.135)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.116 (0.099, 0.135)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.116 (0.099, 0.136)</td>
</tr>
<tr>
<td>Simulated B: s = 29, MLE = 0.11 (0.11, α = 0.14) (Brown and Lemmon 2007)</td>
<td>0.01</td>
<td>0.107 (0.094, 0.122)</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.113 (0.098, 0.128)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.113 (0.098, 0.128)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.113 (0.098, 0.129)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.113 (0.099, 0.129)</td>
</tr>
</tbody>
</table>

Notes: The first column shows summary information for each data set: taxonomic group, number of taxa, MLE of the tree length, and reference. The MLEs outside the brackets are calculated using PAUP* 4b10 (Swofford 2003) under the GTR + I + I model, as in Brown et al. (2010); those inside the brackets are calculated using PhylML (Guindon et al. 2010) under the GTR + I model (subtree pruning and regrafting (SPR) moves), with inferred gamma shape parameters. The data sets are then reanalyzed using the modified MrBayes under the GTR + I + I model and four priors: the gamma–Dirichlet prior (column 3), the inverse gamma–Dirichlet prior (column 4), the i.i.d. exponential prior (column 5, the default in the original MrBayes), and the two-exponential prior (column 6). For the gamma–Dirichlet prior, α = 1, β = 100, 10, 1, 0.1, 0.01; for the inverse gamma–Dirichlet prior, α = 3, β = 0.02, 0.2, 2, 20, 200; for the i.i.d. exponential prior, β = (2s − 3)/T , for the two-exponential prior, β = (10s + 3 − s)/T and β = (10s + 3)/10T. The posterior mean and 95% CI of the tree length are shown for each analysis.

The posterior means/medians are very near the MLEs but are slightly smaller. For the clams and lizards data set, most of the 95% CIs do not cover the MLEs, and the Bayesian estimates of tree lengths are smaller than the MLEs. This appears to be a defect of the MLEs, rather than the Bayesian estimates (see below). In summary, the posterior mean tree lengths (branch lengths) under the compound Dirichlet priors are much closer to the MLEs than those under the exponential priors.

Model Complexity and Partial Identifiability

We investigated the possible reasons for the greater differences observed between the Bayesian and ML estimates of tree length in the clams and lizards data sets. We conducted both ML and Bayesian analyses (using GammaDir(1, 1, 1)) under several additional substitution models: JC69, JC69 + Γ4, JC69 + I + Γ4, GTR, GTR + Γ4, and GTR + I + Γ4. The results are summarized in Table 2. For the clams data set, the Bayesian posterior estimates of tree length were smaller than the MLEs under both GTR + Γ4 and GTR + I + Γ4, mainly because the MLEs of the branch lengths to two outgroup species

Table 2. MLEs and posterior means of the tree length for the clams and lizards date sets

<table>
<thead>
<tr>
<th>Model</th>
<th>Tree length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clams data set</td>
<td>PAUP*</td>
</tr>
<tr>
<td>JC69</td>
<td>0.89</td>
</tr>
<tr>
<td>JC69 + Γ4</td>
<td>1.15</td>
</tr>
<tr>
<td>JC69 + I + Γ4</td>
<td>1.17</td>
</tr>
<tr>
<td>GTR</td>
<td>0.93</td>
</tr>
<tr>
<td>GTR + Γ4</td>
<td>1.75</td>
</tr>
<tr>
<td>GTR + I + Γ4</td>
<td>1.96</td>
</tr>
<tr>
<td>Lizards data set</td>
<td>PAUP*</td>
</tr>
<tr>
<td>JC69</td>
<td>1.50</td>
</tr>
<tr>
<td>JC69 + Γ4</td>
<td>1.77</td>
</tr>
<tr>
<td>JC69 + I + Γ4</td>
<td>1.77</td>
</tr>
<tr>
<td>GTR</td>
<td>1.53</td>
</tr>
<tr>
<td>GTR + Γ4</td>
<td>2.11</td>
</tr>
<tr>
<td>GTR + I + Γ4</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Note: The branch-length prior used in the MrBayes analysis is GammaDir(1, 1, 1).
The Bayesian analysis showed a moderate or shrinking effect compared with the MLEs, as in the clams data set. Nevertheless, the posterior tree length is 1.42 under GTR + \Gamma_4, closer to the MLE under this model.

For the lizards data set, there is no clear pattern of long branches as in the clams data set. Nevertheless, the Bayesian analysis showed a moderating or shrinking effect compared with the MLEs, as in the clams data set. The ML analysis, in particular, is heavily impacted by the use of the GTR + I + \Gamma_4 model (Table 2). With the prior GammaDir(1, 1, 0.5, 0.2), the posterior tree length under GTR + \Gamma_4 is 2.00, quite similar to the MLE under this model.

The results for the GTR + \Gamma_4 model are summarized in Table 3. Similar patterns are observed as were discussed above with respect to the sensitivity of the posterior to the exponential priors and the robustness of the compound Dirichlet priors. However, it is notable that the independent exponential prior did not produce extremely long branch lengths in the two simulated data sets, and estimates were stable over a wider range of prior mean (Table 3). The use of the complex GTR + I + \Gamma_4 model thus appears to have exacerbated the problem of extremely long branch lengths (Rannala et al. 2012).

In summary, the compound Dirichlet priors appear to provide more robust and reasonable results and greatly reduce the discrepancy between posterior mean branch lengths and MLEs. For the clams and lizards data sets we analyzed, in which the MLEs are much larger than the posterior estimates, we suggest that the MLEs may be worse estimators, at least partly due to the use of an overparameterized substitution model (GTR + I + \Gamma_4) with strong correlations between parameter estimates. We suggest that the compound Dirichlet priors generally perform better (producing more reasonable branch length estimates) than the independent exponential priors implemented in the current version of MrBayes and therefore represent a better choice of default prior.

Program availability.—The modified MrBayes 3.1.2 source code is available from http://abacus.gene.ucl.ac.uk/software/ or http://www.rannala.org.
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